
Power Characterization of Memory Intensive Application: Analysis and Implications. Bench 2018

Power Characterization of Memory Intensive 
Applications: Analysis and Implications

12/29/18

Yeliang Qiu1,2, Congfeng Jiang1,2, Yumei Wang1,2, Huayou Si1,2,  
Bing Luo3, Weisong Shi3

1 Key Laboratory of Complex System Modeling and Simulation, Ministry of 
Education, Hangzhou 310037, China
2 School of Computer Science and Technology,
Hangzhou Dianzi University, Hangzhou 310037, China
3 Wayne State University, Detroit, MI 48201, USA

Bench 2018@Seattle



Power Characterization of Memory Intensive Application: Analysis and Implications. Bench 2018

Outline

o Motivation
o Server Energy Efficiency Evaluation
o Key Findings
o Experiments and Analysis
o Conclusions

12/29/18



Power Characterization of Memory Intensive Application: Analysis and Implications. Bench 2018

Motivation
o In big data paradigm, the processor centric 

computing is transforming to memory-centric 
computing.

o Energy efficiency is important for all kinds of 
servers

o Applications performance is highly correlated with 
memory capacity and bandwidth.

o Although there are SPECpower and other 
benchmarks for server performance evaluation,  
the results can’t be a reliable source for energy 
efficiency evaluation of large memory systems. 
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Energy Efficiency Evaluation
o AN EXAMPLE	OF	SPECPOWER	SSJ2008	TESTING	

RESULT	IN	2016
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Metrics
o 𝑀𝐸𝐸 = 𝐵𝑝𝑊 = ?@AB@CD@EFGHEICE(KF/M)

OPMQ@R?SI@A(IGQQM) 

o 𝐸𝐸 = ?@ATSARGHB@
?SI@A

o 𝐸𝑃 = 1 − WA@GXYZ[\WA@G]^YZ[
WA@G]^YZ[
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Key Findings
o Server power consumption changes with workload 

intensity and concurrent execution threads. 
However, fully utilized memory systems are not the 
most energy efficient. 

o The memory capacity per processor core has 
significant impact on the application’s performance 
and server power consumption.

o Memory utilization is not always a good indicator 
for server power consumption when it’s running 
memory intensive applications.
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Experiments and Analysis
o Testbed: Single-node Server

o Workloads:STREAM,NAMD,CloudSuite and 
SPECpower
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Experiments and Analysis

Configurations:
o SPECpower: Default Configuration

o STREAM: Different numbers of concurrent 
STREAM threads with varying array size

o NAMD: stmv.8M and stmv.28M

o CloudSuite: Default Configuration
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Experiments and Analysis
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o Results of SPECpower workload

Energy efficiency with different memory per 
core and CPU frequency on #1 server

Energy efficiency with different memory per 
core and CPU frequency on #3 server



Power Characterization of Memory Intensive Application: Analysis and Implications. Bench 2018

Experiments and Analysis
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o Results of SPECpower workload

Energy efficiency and peak power on #1 with 
different memory per core and frequencies

Energy efficiency and peak power on #3 with 
different memory per core and frequencies
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Implication #1
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o The on-demand governor always almost has the 
highest energy efficiency and it’s very close to the 
energy efficiency with the highest frequency.

o Server consumes more power at higher CPU 
frequency at same memory per core configuration.

o When memory per core configuration increases at 
fixed CPU frequency, the peak power consumption 
also increases,but energy efficiency is not.
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Experiments and Analysis
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o Results of STREAM workload

Power Consumption of server #2 with array 
size=4GB

Power Consumption of server#3 with array 
size=4GB

Power increases and then decreases 
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Experiments and Analysis
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o Results of STREAM workload

Average Perceived bandwidth of single thread 
with array size=4GB on server#2

Average Perceived bandwidth of single thread 
with array size=4GB on server#3
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Experiments and Analysis
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o Results of STREAM workload

Average memory energy efficiency of single 
thread with array size=4GB on server#3
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Implication #2
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o With increment of concurrent threads and therefore 
memory utilization, the power consumption of the 
server also increases. 

o The memory energy efficiency decreases when the 
number of concurrent threads increases. 

o And the difference of memory energy efficiency 
beneficial from CPU frequency with fewer threads is 
greater than that with more concurrent threads. 
This means that in a highly contented condition, 
frequency scaling can’t provide much memory 
energy efficiency improvements.
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Experiments and Analysis
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o Results of NAMD workload

CPU and Memory utilization of NAMD Power and completion time of NAMD
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Implication #3
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o Results of NAMD workload

The system power is significantly correlated with the 
memory and CPU utilization on different machines. 
Both memory and CPU utilization are good indicators 
for system power consumption on both server #2 
and #3.

Coefficients of correlation between system power and memory
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Experiments and Analysis
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o Results of CloudSuite workload

Coefficients of correlation between system power and memory



Power Characterization of Memory Intensive Application: Analysis and Implications. Bench 2018

Implication #4
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o Neither memory nor CPU utilization is a good 
indicator for system power consumption.
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Experiments and Analysis
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o Economies of Scale in Memory Utilization

Power per percent memory utilization of server 
#3 with array size=4GB

Power per percent memory utilization of server 
#3 with array size=8GB
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Experiments and Analysis
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o Economies of Scale in Memory Utilization

Power per percent utilization of server #3 
running SPECpower benchmark

Power per percent utilization of #3 running 
SPECpower and STREAM(CPU frequency at 
1.2GHZ)
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Implication #5
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o When the number of threads increases, the power 
per percentage memory utilization decreases.

o The power consumption per percent utilization of 
SPECpower and STREAM benchmark decreases 
when system utilization increases. However, 
SPECpower has lower power per percent utilization 
than STREAM during all utilization levels.
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Conclusions
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o We conducted extensive experiments and 
measurements to investigate the power and energy 
characteristics of three 2U servers running various 
memory intensive benchmarks. 

o Experiment results show that fully utilized memory 
systems are not the most energy efficient. And the 
memory capacity per processor core has significant 
impact on the application’s performance and server 
power consumption

o Memory utilization is not always a good indicator for 
server power consumption even when it is running 
memory intensive applications. 
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Thanks!
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