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A B S T R A C T

The measurable properties of the artifacts or objects in the computer, management, or finance disciplines are
extrinsic, not inherent — dependent on their problem definitions and solution instantiations. The processes
of problem definition, solution instantiation, and measurement are entangled. Only after the instantiation can
the solutions to the problem be measured. Definition, instantiation, and measurement have complex mutual
influences. Meanwhile, the technology inertia brings instantiation bias — trapped into a subspace or even a
point at a high-dimension solution space. These daunting challenges, which emerging computing aggravates,
make metrology cannot work for benchmark communities. It is pressing to establish independent benchmark
science and engineering.

This article presents a unifying benchmark definition, a conceptual framework, and a traceable and
supervised learning-based benchmarking methodology, laying the foundation for benchmark science and engi-
neering. I also discuss BenchCouncil’s plans for emerging and future computing. The ongoing projects include
defining the challenges of intelligence, instinct, quantum computers, Metaverse, planet-scale computers, and
reformulating data centers, artificial intelligence for science, and CPU benchmark suites. Also, BenchCouncil
will collaborate with ComputerCouncil on open-source computer systems for planet-scale computing, AI for
science systems, and Metaverse.
1. Introduction

Benchmarking is widely practiced in different disciplines without
a consensus on a consistent definition. For example, in the computer
science discipline, the community uses a set of workload implemen-
tations to measure CPU (processor) performances [1,2]. In machine
learning, standardized data sets labeled with ground truths are used
to define a data science problem [3,4]. In the management discipline,
the industry best practices are searched and compared against different
products, services, and processes [5,6]. All are called benchmarks or
benchmarking. In the previous work, I concluded five categories of
benchmarks [6]: measurement standards, standardized data sets with
defined properties, representative workloads, representative data sets,
and industry best practices.

The inconsistency or chaos results from the following fact. Per
JCGM 200 definition, metrology is the science of measurement and its
application [7,8]. Metrology measures intrinsic properties independent
of an observer, like length, time, and power. There is a true quantity for
each inherent property, where a probability could state the coverage
interval containing the true value [7,8]. However, the measurable
properties of the artifacts or objects in the computer, management, or
finance disciplines are extrinsic, not inherent — dependent on their
problem definitions and solution instantiations. Unlike the processes in
metrology that are linear and static, the processes of a benchmark have

E-mail address: zhanjianfeng@ict.ac.cn.
URL: https://www.benchcouncil.org/zjf.html.

complex mutual influence. The problem definition, solution instanti-
ation, and measurement processes are entangled and indivisible, and
only after the instantiation can the solutions to the problem be mea-
sured, which I call process entanglement. Users adhere to existing prod-
ucts, tools, platforms, and services, called technology inertia [9]. The
technology inertia traps the solution to a problem into a specific explo-
ration path — a subspace or even a point at a high-dimension solution
space. The instantiation bias impacts the measurement of the extrinsic
properties.

Our society increasingly relies upon information infrastructure with
daunting complexity that dwarfs the previous systems, making it diffi-
cult to trace the problem definition. Instead, the biased instantiation
of solutions becomes the proxy of the problems, missing the forest
for the trees. As shown in Fig. 1, these daunting challenges: extrinsic
properties, process entanglement, and instantiation bias, result in the
benchmark community’s inability to reuse the metrology knowledge
and the de facto isolation of benchmark communities, like computers,
management, and finance, developing different methodologies, tools,
and practices. It is pressing to establish independent benchmark science
and engineering.

Echoing my past call [6], this article further builds up benchmark
science and engineering. I define the benchmark from the perspective
of problems and solutions. A benchmark is an explicit or implicit
https://doi.org/10.1016/j.tbench.2022.100064
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Fig. 1. With respect to metrology, the benchmarking challenges – the extrinsic properties, process entanglement, and instantiation bias – explain why metrology cannot work
for the benchmark community. First, the property of a benchmark is not inherent but dependent on its problem definition and solution instantiation. Second, only after the
instantiation can the solutions to the problem be measured. The processes of problem definition, solution instantiation, and measurement are entangled, and they have complex
mutual influences. Third, instantiation introduces many biases.
definition of a problem, an instantiation of a problem, an instanti-
ation of state-of-the-practice solutions as the proxy to the problem,
or a measurement standard that quantitatively measures the solution
space. I propose a concise conceptual framework for the benchmark
science and engineering, at the core of which is the extrinsic properties.
The extrinsic property is a benchmark property that is not inherent
but dependent on a problem definition and solution instantiation. I
propose a traceable and supervised learning-based methodology to
tackle the challenges of extrinsic property, process entanglement, and
instantiation bias. The essence of the methodology has two integrated
parts: manage the traceability of the processes from the problem def-
inition and solution instantiation to measurement; search for the best
solution through supervised learning with reference to a thoroughly-
understood process from the problem definition, solution instantiation
to measurement.

Also, I discuss BenchCouncil’s plan for emerging and future chal-
lenges. The ongoing projects include defining the challenges of in-
telligence, instinct, quantum computers, Metaverse, planet-scale com-
puters, and reformulating data centers, artificial intelligence for sci-
ence, and CPU benchmark suites. Also, BenchCouncil will collabo-
rate with ComputerCouncil [10] on the open-source computer systems
for Planet-scale computing [11], AI for science [12], and Metaverse
[13].

The organization of this article is as follows. Section Two presents
the background and challenges and explains why metrology cannot
work for the benchmark community. Section Three describes why
emerging computing aggravates the benchmark challenges. Section
2

Four lays the foundation for benchmark science and engineering, in-
cluding the unifying definition of benchmarks, the conceptual frame-
work, and the benchmarking methodology. Section Five details Bench-
Council’s plan. Section Six concludes.

2. Background and challenge: why metrology cannot be directly
reused for benchmark science and engineering

In this section, I first introduce the metrology concepts as back-
ground and then present the benchmarking challenges and explain why
metrology cannot work in the benchmark community.

2.1. Background: metrology concepts

As shown in Fig. 2, I provide a simple but systematic metrology
concept framework to clarify why metrology cannot be directly reused
for establishing benchmark science and engineering. I present and
modify most of those concepts from [7,8]. But I define some concepts to
emphasize why metrology cannot work for the benchmark community,
e.g., inherent properties. To keep concise, I only stay with necessary
metrology concepts.

The inherent property is a property of a phenomenon, body, or sub-
stance that is independent of an observer, e.g., length and energy [7].
The inherent property can have various magnitudes. True quantity is
the magnitude of an inherent property of an individual phenomenon,
body, or substance that is independent of an observer, e.g., the radius
of a given circle, the kinetic energy of an identified particle in a
given system [7,8]. Unit of measurement [8] is a definition and its
physical realization, used as a reference to assign a value to a true
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Fig. 2. A simple but systematic metrology conceptual framework is used to clarify
why metrology cannot be directly reused for benchmark science and engineering.
Some concepts are defined by myself, while the other concepts are reused or modified
from [7,8]. Only necessary metrology concepts are reserved to keep concise.

quantity. Measurement standard [8] is a physical realization of a unit of
measurement, with a stated quantity value and associated measurement
uncertainty.

Measurement [8] is a process of comparing a true quantity with a
measurement standard to assign the true quantity one or more quantity
values that are traceable to a unit of measurement. A quantity value
obtained by the measurement is referred to as a measured quantity
value [7]. True quantity value [7] is a quantity value consistent with
the definition of a quantity, which is an unknown measurement tar-
get [7]. A coverage probability [7] is a probability that a specified
coverage interval contains the true quantity value.

2.2. The benchmarking challenges: extrinsic properties, process entangle-
ment, and instantiation bias

In the previous work [6], I have noticed the differences in properties
of the artifacts or objects in the computer, management, or finance
disciplines from those classical ones, like length, time, and power. The
properties of the artifacts or objects in the computer, management, or
finance disciplines are extrinsic, dependent on their problem definitions
and solution instantiations. Instead, the classical properties like time
and length are inherent, independent of the observers. From a concept
perspective, it is easy to say there are three essential processes: problem
definition, solution instantiation, and measurement. However, a prob-
lem definition is abstract; only after the instantiation can the solutions
to the problem be measured. Moreover, the problem definition, solution
instantiation, and measurement processes are entangled and indivisible,
which I call process entanglement. Only by fully understanding the side
effect of the extrinsic properties and process entanglement can we avoid
many traps. I elaborate on this viewpoint from different perspectives.
3

Before proposing the conceptual framework for benchmark science
and engineering (I defer it to Section 4.2), I stay with the metrology
concepts in Section 2.1 to depict the challenges.

A subtle change in the definitions of a problem may lead to wildly
varied solutions and significantly different measured quantity value. I
take the classical matrix multiplication problem [14,15] as an example.
Blalock et al. [15] reformulate the classical matrix multiplication prob-
lem as follows. The following reformulation is cited from [15]. A and
B are two matrices. A is 𝑅𝑁𝑥𝐷 and B is 𝑅𝐷𝑥𝑀 , 𝑁 ≫ 𝐷 >= 𝑀 . Given
a computation time budget 𝜏, the task constructs three functions g(⋅),
h(⋅), and f(⋅), along with constants 𝛼 and 𝛽, such that

‖𝛼𝑓 (𝑔(𝐴), ℎ(𝐵)) + 𝛽 − 𝐴𝐵‖𝐹 < 𝜖(𝜏)‖𝐴𝐵‖𝐹 (1)

for as small an error 𝜖(𝜏) possible. For this reformulated problem,
they introduce a learning-based algorithm that greatly outperforms
existing methods [15]. This is a typical example of a subtle change
in the definitions of a problem leading to wildly varied solutions and
significantly different measured quantity values.

Furthermore, the solutions instantiations at different levels also
interplay with each other and finally impact measured quantity values.
The obvious example is deep learning. Algorithms and neural net-
work architectures play a significant role. The hardware implementa-
tions, like different precision, e.g., single-precision, double-precision, or
mixed precision, impact the learning dynamics. Even for the same sys-
tem with different scales, the interactions among system size and mini-
batch size significantly impact the measured quantity values like time-
to-quality – the training time to achieve the state-of-the-art quality [16–
20].

The processes in metrology are linear and static. However, for a
benchmark, as shown in Fig. 1, the processes of problem definition,
solution instantiation, and measurement are entangled, having complex
mutual influences. The subtle difference in a problem definition will
lead to a wildly varied solution, and its instantiation finally signifi-
cantly impacts the measured quantity value. The solution instantiation
provides the basis for measurement tools, and the latter uses state-
of-the-practice instantiations that update frequently, which affects the
measured quantity value. Also, the measured quantity values provide
hints on searching for the best instantiation in the solution space.

Moreover, the instantiation introduces many biases, which I call
instantiation bias. For example, in the computer system and archi-
tecture disciplines, Wang et al. [21,22] found that merely conduct-
ing microarchitecture-dependent or microarchitecture-independent, or
ISA-independent (ISA is short for instruction set architecture) work-
load characterization (a form of measurement) will lead to misleading
or erroneous conclusions. These significant differences in measured
quantity values resulted from the solution instantiations at different
levels themselves. Before performing microarchitecture-dependent or
microarchitecture-independent, or ISA-independent workload charac-
terization, the necessary step is instantiating a computer workload
benchmark on a specific microarchitecture, a particular instruction set
architecture, or an intermediate representation (very close to the source
code), respectively. The community opts for the widely used ISA, IR
(intermediate representation) for instantiation.

Matsuoka et al. also found the implementation of biases and com-
plexity traps [23] in the instantiation process: on the one hand, any
implementation of a computer workload benchmark entails multiple
implicit biases towards algorithms, programming languages, data lay-
outs, and parallelization approaches; on the other hand, the bench-
marks, abstracted from large or legacy scientific codes and tuned for
previous computer architectures, trap the co-design participants into
considering only similar architectures.

Other observations are from the data sets, which many communities
like machine learning use to explicitly or implicitly define a problem.
It is prohibitively costly to build a representative and fidelity data set
that can capture real-world characteristics. Hence, in reality, the goal
often degrades to a workable data set. For example, for ImageNet [3],
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it is easy to collect familiar animal and plant pictures, while the rare
ones are difficult to obtain. Considering the data set is the cornerstone
of many challenges like auto-driving and automatic medical diagnosis,
this far-fetched methodology has many hidden flaws and risks.

3. Emerging computing aggravates the challenges1

Modern society is digitized, increasingly relying upon information
infrastructure. The information infrastructure consists of massive Inter-
net of Things (IoT), edge devices, data centers, and high-performance
computers. Those systems collaborate to handle big data, train AI
models and provide Internet services augmented by AI inference for
huge end-users with guaranteed quality of services. From a bench-
marking perspective, emerging computing like Big Data, AI, and In-
ternet Services are significantly different from the traditional work-
loads characterized by SPECCPU (desktop workloads) [1], TPC-C [25],
TPC-Web (Traditional web services) [26], and HPL (high-performance
computing) [27] benchmarks, raising serious challenges.

The first challenge is fragmentation. There are substantial frag-
mented application scenarios, a marked departure from the past [24].
For example, hundreds or even thousands of ad-hoc big data solutions,
termed NoSQL or NewSQL, are proposed to handle different application
scenarios. For AI, the same observation holds. There are tens or even
hundreds of organizations that are developing AI training or infer-
ence chips to tackle their challenges in different application scenarios,
respectively [19,28].

The second challenge is de facto isolation. Internet service provider
giants own and treat real-world data sets and workloads or even AI
models as first-class confidential issues. The treasure is hidden in data
centers and isolated between academia and industry, or even among
different providers [29]. The dire situation poses a huge obstacle for
our communities towards developing an open and mature research
field [29].

The third challenge is the complexity of collaboration: HPC sys-
tems, data centers, edge, and IoT devices collaboratively handle the
challenges; In the collaborations, different distributions of data sets,
workloads, machine learning, or AI models may substantially affect the
system’s behaviors; the interaction patterns among IoT, edge, and data
centers changes fast, embodying different architecture.

The fourth challenge originates from service-based architecture.
On the one hand, the software-as-a-service (SaaS) development and
deploy model makes the workloads change very fast (so-called work-
load churn) [30], and it is not scalable or even impossible to create
a new benchmark or proxy for every possible workload [31]. On
the other hand, modern Internet services adopt a microservice-based
architecture, often consisting of various modules with long and com-
plex execution paths across different data centers. As the worst-case
performance (tail latency) [32] does matter, the micro-service-based
architecture also poses a severe challenge to benchmarking [29,33].

The final but not least challenge is the stochastic nature of AI. AI
techniques are widely used to augment modern products or Internet
services. The nature of AI is stochastic, allowing multiple different but
equally valid solutions [19]. Many factors manifest the uncertainties
of AI, e.g., the adverse effect of lower-precision optimization on the
quality of the final model, the impact of scaling training on time-to-
quality, and run-to-run variation in terms of epochs-to-quality [19].
However, the measurement process mandates being repeatable (the
same team) and reproducible (different teams). This conflict raises
serious challenges.

Emerging computing aggravates the benchmarking challenges dis-
cussed in Section 2.2. First, it is difficult to trace the original problem
definition, that is, the target to be achieved. Second, taking the in-
stantiation of solutions as the proxy for the problem aggravates the
instantiation bias and makes the community further trapped in the
specific solutions.

1 This section is written based on an unpublished technique report [24], of
which I am the lead author.
4

4. Building up benchmark science and engineering

This section proposes the unifying definitions of benchmarks, the
conceptual framework, and the benchmarking methodology, which lays
the foundation for benchmark science and engineering.

4.1. The unifying definition of benchmarks

Previously, I concluded five categories of benchmarks [6]: mea-
surement standards, standardized data sets with defined properties,
representative workloads, representative data sets, and industry best
practices. In this section, I give a simple and unifying definition to cover
five categories of benchmarks and reveal their essence. A benchmark
is an explicit or implicit definition of a problem, an instantiation of
a problem, an instantiation of state-of-the-practice solutions as the
proxy to the problem, or a measurement standard that quantitatively
measures the solution space.

A benchmark has three essential processes, some of which often be
omitted or implicitly stated in practice: definition, instantiation, and
measurement. I explain the process of definition and instantiation from
various perspectives in the rest paragraphs of Section 4.1. I leave the
discussion of the process of measurement in Sections 4.2, 4.3.

4.1.1. Definition
The first process is the definition. Defining a problem explicitly

or implicitly is the fundamental role that a benchmark could play
in almost all disciplines. Only after clearly defining a problem can
we figure out the solutions and compare them against the others.
For example, Alan Turing, in 1950 [34] formulated the problem of
what intelligence is as an imitation game: the game tests whether an
interrogator can distinguish a machine’s ability from a human. Turing’s
problem definition inspires several generations to explore the solutions
to achieve intelligence.

There are many ways to define a problem, e.g., using a natural lan-
guage or mathematics. From an accuracy perspective, mathematically
defining the problem is a better choice. Unfortunately, many problems
cannot be accurately depicted in this way.

The NAS parallel benchmarks [35] claimed that the common re-
quirements should be specified in a paper-and-pencil approach [24].
A paper-and-pencil approach is a vague description — It can be mathe-
matical, textual, or even visually. In the computer science discipline,
this approach is well-practiced in the database community but not
adopted in the computer architecture community.

Shun et al. [36] advocated a methodology to build benchmarks
using problem definitions, and they created the problem-based bench-
mark suite (PBBS). PBBS is a set of benchmarks for comparing parallel
algorithmic approaches, parallel programming language styles, and
machine architectures across a broad set of problems. Specifically,
a problem-based benchmark mandates a problem specification and
a set of input distributions while not detailing the requirements in
terms of algorithmic approach, programming language, or machine
architecture [36].

4.1.2. Instantiation
The second process is instantiating a problem or instantiating state-

of-the-practice solutions as the proxy to the problem or challenge. As
a replacement or complement, these are two different ways. First, an
instantiation of the problem is used. For example, a data set is often
used to instantiate a problem in the machine learning community.
Li et al. [12] further classified the problem definitions into problem
class, problem settings, and problem cases. Second, an instantiation
of state-of-the-practice solutions is used as the proxy for the problem.
For example, the computer architecture community provides state-of-
the-practice implementations of a group of computer workloads like
SPECCPU [2,37]. SPECCPU is a proxy to the problems.
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Fig. 3. The conceptual framework of benchmark science and engineering.

There are two reasons for this replacement or complement. First,
as a replacement, it serves as the proxy for the problem that is too
difficult to define. Second, as a complement, the instantiation brings
enriched and necessary details that set more specific problem settings.
Each instantiation is a subspace or point – which is often state-of-the-
practice – in the solution space to the problem, e.g., using source code
or binary code, which brings instantiation bias.

4.2. The conceptual framework of benchmark science and engineering

As shown in Fig. 3, I propose the conceptual framework of bench-
mark science and engineering. The extrinsic property is a benchmark
property that depends on a problem definition and its solution instan-
tiation. The extrinsic property can have various magnitudes. Measure-
ment metrics are the magnitude of a benchmark’s extrinsic property,
which depends on a problem definition and solution instantiations.
Unit of measurement [8] is a definition and its realization, used as
a reference to assign a value to a measurement metric. Measure-
ment standard [8] is a realization of a unit of measurement, with a
stated metric value, associated measurement uncertainty, and a repeat-
able (the same team) and reproducible (different teams) measurement
methodology. The measurement tool implements a measurement stan-
dard that can be calibrated and traceable. Traceability [7] is a property
of a measurement result whereby the result can be related to a reference
through a documented unbroken chain of calibrations, each contribut-
ing to the measurement uncertainty. The measurement tools should be
open-sourced and can be replicated by different teams.

Measurement [8] is a process of comparing a measurement metric
with a measurement standard to assign one or more measured values
5

to a measurement metric that are traceable to a unit of measurement. A
value obtained by the measurement is referred to as a measured metric
value [7]. True metric value [7] is a value consistent with the definition
of a measurement metric that is specific to the extrinsic properties of a
concrete problem definition and solution instantiation. The true metric
value is an unknown measurement target [7]. A coverage probabil-
ity [7] is a probability that the true metric value is contained within a
specified coverage interval.

4.3. The traceable and supervised-learning based benchmarking methodol-
ogy

A benchmark has no inherent properties, and its extrinsic property
is dependent on its problem definition and solution instantiation. Mean-
while, the processes of definition, instantiation, and measurement are
entangled, and they have complex mutual influences.

I propose a traceable methodology to tackle the above challenge,
at the core of which is to manage the traceability of the processes
from the problem definition and solution instantiation to measurement.
Fig. 4 shows that problem definition, solution instantiation, extrinsic
properties, measurement standard, measurement tool, and measured
metrics value have complex mutual influence. The problem definition
is the origin of this relationship. No other below entities, like solu-
tion instantiation, can impact the problem definition directly. Still,
solution instantiations may provide clues for the subtle change of
the problem definition, affecting the other entities significantly. At
the top level, I suggest a formal definition of problems and tracing
the relationship among the different subtle definitions of problems.
For many state-of-the-practice benchmarks, the definition process is
omitted. It should regularly keep an eye on revisiting the process from
the problem definition to solution instantiation, or else the outdated
instantiation will be a trap. The solution instantiation provides the basis
for measurement tools. It is mandatory to search for state-of-the-art or
state-of-the-practice solutions and implement them in the measurement
tool.

There is an explosion from the problem definition to solution instan-
tiations. Put in other words, the lower level has more state space [6].
For example, there is increasing state space in a computer workload
benchmark, from a mathematical problem definition, an algorithm, an
intermediate representation, an ISA-specific representation, to a micro-
architectural representation. The technology inertia traps the solution
into a specific exploration path — a subspace or even a point at a high-
dimension solution space, called instantiation bias. The instantiation
bias impacts the measurement of the extrinsic properties. Also, an
unguided exploration may drift away from optimized solutions.

I propose the supervised learning-based methodology to tackle the
challenge of instantiation bias. Supervised learning is a machine learn-
ing branch that trains a predictive model using labeled data with known
outcomes. Fig. 4 shows the thoroughly-understood process from the
problem definition, solution space instantiation, extrinsic properties,
measurement standard, measurement tool, to measured metrics value,
standing as a ground truth. From this ground truth, it is easy to learn
how the change of the top entities impacts the below. For example, if
the problem is reformulated, the solution instantiation changes accord-
ingly. Finally, the measured metrics values are significantly affected.
The benchmark plays the role of connecting the problem with its
solution space. By exploring the solution space and observing the effect
of its change on the measured metrics values, it is possible to search
for the best solution. This search process could leverage state-of-the-art
deep learning techniques. Of course, this learning dynamic will be very
complex. Fig. 5 shows an example on how to use this methodology in

computer architecture.
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Fig. 4. A traceable and supervised learning-based benchmarking methodology to tackle the challenges of extrinsic property, process entanglement, and instantiation bias.
Fig. 5. The application of the traceable and supervision learning-based benchmarking methodology in computer architecture. This figure is cited from [22] with the permission
of the authors.
4.4. Re-interpret five categories of benchmarks

I use the benchmark definition proposed in 4.1 to re-interpret five
categories of benchmarks defined in [6].

The first category of the benchmark is a measurement standard used
to measure the solution space to the problem. I use the Linpack bench-
mark – an example from high-performance computing – to explain this
6

category of benchmarks. The Linpack benchmark [38] is widely used to
report the performance of a high-performance computer. The problem
definition of Linpack is a linear system of equations of an order n:
𝐴𝑥 = 𝑏. The solution uses the LU factorization with partial pivoting.
The measurement metrics are the floating-point operations count of the
solving algorithm, which is (2 ∗ 𝑛3∕3 + 2 ∗ 𝑛2) operations, and the
execution time of running the benchmark. HPL is one of the reference
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Fig. 6. BenchCouncil’s plan on defining the challenges of emerging and future computing and the collaboration with ComputerCouncil on the open-source computer systems.
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implementations of the measurement tool used to evaluate against
different high-performance computer implementations (solutions). The
measurement standard also details the reproducible and repeatable
measurement methodology to compare against other solutions: users
must report a residual for the accuracy of the solution with ‖𝐴𝑥 −
𝑏‖∕(‖𝐴‖‖𝑥‖). The TOP500 list reports the measured metrics values.
The measurement metrics highly depends on its problem definition and
solution instantiations.

The second category of benchmarks is the representative workloads
that run on the systems under measurement [6]. The representative
workloads are the definition of the problem or an instantiation of state-
of-the-practice solutions as the proxy to the problem. The problem-
based benchmark suite (PBBS) [36], TPC-C [25], TPC-Web (Traditional
web services) [26] are typical problem definition examples. They also
provide the instantiation of state-of-the-practice solutions as the mea-
surement tool. Without explicit problem definition, SPECCPU (desktop
workloads) [1], BigDataBench [39], BigBench [40], AIBench [20,33]
and MLPerf [19] are the instantiations of state-of-the-practice solutions
and they serves as the proxy to the problem.

The third category of the benchmarks is the implicit definition of
the problem using a standardized data set. The standardized data set
represents a real-world data science problem with defined properties,
some of which have ground truth [6,41]. ImageNet [3] (deep learning
benchmark) and MIMIC-III [4] (critical care benchmark) are typical
examples.

The fourth category of benchmarks is a representative data set, used
as a Ref. [6]. This category of benchmarks is an instantiation of a
problem. For example, an index (statistical measure) calculated from
a representative set of underlying data and used as a reference for
financial instruments or contracts [42] is a benchmark in finance. The
London Interbank Offered Rate (Libor) and the Euro Interbank Offered
Rate are well-known financial benchmarks [6,42].

The fifth category of benchmarks is the industry best practices
in diverse domains [6]. Benchmarking is continuously searching the
industry best practices with superior performance and measuring prod-
ucts, services, and processes against them [5,6]. The industry best
practices are instantiations of the state-of-the-practice solutions to the
problem or grand challenge.
7

. BenchCouncil’s plan on emerging and future computing

Fig. 6 presents BenchCouncil’s plan for defining the challenges
f emerging and future computing and collaborating with Comput-
rCouncil on the open-source computer systems. First, I introduce
enchCouncil’s plan for emerging and future challenges.

First, what is intelligence? What is instinct? What is the distinction
etween intelligence and instinct? The pre-trained language models,
uch as BERT and GPT-3, seem to outperform the capability beyond
he Turing test [43]. Many previous works have reformulated the
roblem of what intelligence is [44,45]. It is necessary to revisit the
rocesses from the intelligence problem definition, solution instantia-
ions to measurement. For example, there are many ways to solve these
hallenges to somewhat extent, including traditional machine learning,
eep learning, and brain-inspired computing. Letting them compete in
he same arena is essential. According to [46], instinct is an inborn
mpulse or motivation to action typically performed in response to
pecific external stimuli. But how do we distinguish intelligence from
nstinct? What are the differences between the octopus, birds, apes, and
nts’ behaviors? Are they intelligence or instinct?

Second, quantum computers emerge as a new computational
aradigm with unprecedented capability [47]; what are the problems
r grand challenges which the quantum computers do the best? How
o state-of-the-practice computers compete against quantum computers
n handling different or overlapping domains of problems or grand
hallenges? The community must ponder this fundamental issue before
elving into different levels of instantiations of solutions.

Third, computer algorithms almost govern the running of our soci-
ty. It is pressing to think, specify, verify and test what fundamental
roperties an algorithm must have before being embedded in our
ociety. Think about Twitter and Facebook’s impact on the election in
any vote-based democratic societies. It is vital to propose benchmarks

gainst those algorithms before putting them into practice.
Fourth, information infrastructure becomes the cornerstone of our

ociety [10], and many fundamental applications like medical emer-
ency management and smart cities applications rely upon planet-scale
istributed systems consisting of massive Internet of Things (IoT) de-
ices, edges and data centers, which I call planet-scale computers [11].
ifferent distributions of data sets, workloads, or AI models may sub-

tantially affect the system’s behaviors, and the system architectures are
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undergoing fast evolution regarding the interactions among IoT, edge,
and data centers [24]. How can the community propose benchmarks
for those ultra-scale emerging and future applications [33]?

Metaverse is an umbrella term. It is predicted to be a brand-new
way for people to immersively access the Internet, interact with each
other or digital avatars in the cyberworld, and manage digital assets.
Though many industry giants are pushing towards those goals, the
process itself is in a Cambrian explosion of different things in the forms
of concepts, prototypes, products, or services. It is pressing to propose a
benchmark suite to define the Metaverse problem or challenge, explore
and evaluate state-of-the-art and state-of-the-practice solutions [13].

Many old problems need reformulation. For example, the Berkeley
multidisciplinary groups proposed to use thirteen ‘‘Dwarfs’’ [48] – A
dwarf is an algorithmic method that captures a pattern of computation
and communication – to design and evaluate parallel programming
models and architectures. When AI has seen as a new dawn in the
traditional and emerging scientific area, how to reformulate those
problems [12]?

Datacenters have become the fundamental infrastructure of modern
society. There are substantial fragmented application scenarios in big
data, AI, and Internet service areas, a marked departure from the
past [24]. Virtualization technologies like containers are widely used
as resource management and performance isolation facilities. However,
the current BenchCouncil benchmark suites like BigDataBench [39] and
AIBench [20,33] are fragmented without providing a full-picture defi-
nition of the problems or challenges in data centers. Moreover, a lack of
simple but elegant abstractions prevents achieving both efficiency and
general purpose [24]. For example, hundreds or even thousands of ad-
hoc NoSQL or NewSQL solutions are proposed to handle different big
data application scenarios [24]. Contrasted, the relation algebra is gen-
eralized for the database theory and practice, and any complex query
can be written using five primitives like select, project, product, union,
and difference [49]. Though domain-specific software and hardware co-
design is promising [50], the lack of simple but unified abstractions
has two side effects [24]: it is prohibitively costly to build an ad-
hoc solution; single-purpose systems and architectures are structural
obstacles to resource sharing. Proposing simple but elegant abstractions
is an integrated part of managing the traceability of the process from
the problem definition to solution instantiation.

The CPU benchmark suite like SPECCPU [2,37] advanced the evo-
lution of different processor architectures. However, the SPEC CPU is
an instantiation of state-of-the-practice solutions as the proxy to the
problem, severely biased towards market-dominant CPU architecture,
high-performance languages like C, and high-performance computing
and desktop workloads. The BENCHCPU project [51] will propose a
new CPU benchmark suite.

5.1. The collaboration with ComputerCouncil

As a non-profit international organization, the International Open-
source Computer Council (ComputerCouncil) mission is to unite the
science and technology community to tackle the challenges of in-
formation technology decoupling [52]. ComputerCouncil initiates the
open-source computer system (OSCS) initiative to tackle the challenges
of IT decoupling.

ComputerCouncil will choose three emerging areas: planet-scale
computers — planet-scale distributed systems and applications built
on IoTs, edges, and datacenters [11], AI for science [12], and Meta-
verse [13] as the initial targets of the OSCS initiative. BenchCouncil
will cooperate with ComputerCouncil: the former focuses on the bench-
marks, while the latter concentrates on the open-source computer
systems for the three emerging areas.
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6. Conclusion

This article concluded benchmarking challenges as extrinsic prop-
erties, process entanglement, and instantiation bias. The measurable
properties of a benchmark are not inherent but dependent on their
problem definitions and solution instantiations. The processes of prob-
lem definition, solution instantiation, and measurement are entangled
and have complex mutual influences. The technology inertia leads to
a specific exploration path –a subspace or even a point at a high-
dimension design space. Those challenges make metrology cannot work
for benchmark communities and call for independent benchmark sci-
ence and engineering.

I proposed a unified benchmark definition, a conceptual frame-
work, and a traceable and supervised learning-based benchmarking
methodology, laying the foundation for benchmark science and engi-
neering. A benchmark is an explicit or implicit definition of a problem,
an instantiation of a problem, an instantiation of state-of-the-practice
solutions as the proxy to the problem, or a measurement standard
that quantitatively measures the solution space. At the core of the
conceptual framework, the extrinsic property is a benchmark property
that depends on a problem definition and its solution instantiation. The
essence of the proposed benchmarking methodology has two integrated
parts: manage the traceability of the processes from the problem def-
inition and solution instantiation to measurement; search for the best
solution through supervised learning with reference to the thoroughly-
understood processes from the problem definitions and solution instan-
tiations to measurements. Also, I elaborated BenchCouncil’s plan to
define emerging and future computing challenges and collaborate with
ComputerCouncil on open-source computer systems.
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A B S T R A C T

Scientific research communities are embracing AI-based solutions to target tractable scientific tasks and
improve research work flows. However, the development and evaluation of such solutions are scattered across
multiple disciplines. We formalize the problem of scientific AI benchmarking, and propose a system called
SAIBench in the hope of unifying the efforts and enabling low-friction on-boarding of new disciplines. The
system approaches this goal with SAIL, a domain-specific language to decouple research problems, AI models,
ranking criteria, and software/hardware configuration into reusable modules. We show that this approach is
flexible and can adapt to problems, AI models, and evaluation methods defined in different perspectives. The
project homepage is https://www.computercouncil.org/SAIBench.
1. Introduction

Artificial Intelligence has seen continuous and significant advance-
ments over the past years, with Deep Learning methods being arguably
the most representative and focused on. Blessed by the ever-increasing
computation power in AI accelerators and general-purpose architec-
tures alike, new AI paradigms and models are proposed which greatly
improve the scalability, flexibility, and applicability of this data-driven
approach. As a result, the IT industry is welcoming AI-powered solu-
tions, integrating them into existing data processing pipelines that will
otherwise require human intervention or prohibitive computation cost.
This trend is also propagating into scientific research communities,
as researchers are gaining interest in leveraging state-of-the-art AI
solutions to tackle equally if not more difficult tasks, hence AI for
Science.

From a bird’s eye view, a scientific research activity can be mechan-
ical or creative. A mechanical research activity can be algorithmically
specified, with quantized or computationally verifiable input/output.
On the other hand, a creative research activity breaks out of a mechan-
ical system, for example, by defining a new problem or introducing
ideas hard to quantify. In this work, we call a computationally veri-
fiable research task a ‘‘tractable scientific task’’. That said, an AI for
Science solution is introduced to bring improvements into the scientific
research workflow and is usually targeting towards a tractable scientific
task, such as:

• Mathematical Problem Solving — to solve mathematically well-
defined problems.

∗ Corresponding author at: Institute of Computing Technology Chinese Academy of Science, No. 6 Kexueyuan South Road, Haidian District, 100190, Beijing,
China.

E-mail addresses: yatli@microsoft.com (Y. Li), jianfengzhan@ict.ac.cn (J. Zhan).

• Pattern Matching — to classify, identify patterns, and detect
region-of-interest in high volume scientific data.

• Prediction — to compute future world states, given an initial
snapshot of the world state and evolving rules.

• Artifact enhancement — to improve the quality of data acquired
from imperfect observations, e.g. incomplete, fragmented, noisy
sensor data.

• Control — to use actuators to drive sensor readings into desired
states, despite the imperfection of both.

• Hypothesis and Confirmation — to propose a theory (e.g. equa-
tions) that conforms with the observations.

Examples of these tasks are shown in Table 1. The term ‘‘AI for
Science’’ is also conventionally deemed as an ensemble of vertical fields
and tasks [1]. However, we argue that to fully realize the potential of
AI for Science, it is not enough to cherry-pick an AI method, match
it against a specific task, and heuristically compare it with existing
methods. One strength of AI methods is that they abstract away the
problem details and mathematical procedures, into generic functions
that transform inputs into outputs — that is, every AI model possesses
the potential to adapt to other tasks, some (for example, neural net-
works) even being universal approximators. Science is vast, and AI
methods are many. A single effort to evaluate a taskmethod pair would
leave other research communities unaware, of both the potential tasks
that a model is capable of processing and potential models that can be
applied to a task. This problem is exaggerated by the fact that the AI
research is moving forward fast, that by the time a specific method is
https://doi.org/10.1016/j.tbench.2022.100063
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Table 1
Examples of tractable scientific tasks.

Mathematical Problem Solving Partial derivative equations
General matrix multiplication
Matrix decomposition
Integration
Monte Carlo methods

Pattern Matching Species Classification
Event Identification [2]
Climate Analysis [3]
Anomaly Detection

Prediction High-Energy Particle Simulation
Molecular Dynamics
Fluid Dynamics
Protein Folding

Artifact Enhancement Genome Sequence Alignment
Astronomy Image Enhancement
Medical Image Enhancement
MRI Reconstruction

Control Tokamak Plasma Control [4]
Sensor Triggering

Hypothesis and Confirmation Automatic Physics Laws Discovery
Symbolic Regression

picked up by a scientific computing task, or a task is adapted to an AI
method, it may be already bested by then state-of-the-art.

To help the scientific research communities as a whole system-
atically absorb and integrate the advancements of AI research, and
to avoid repeated efforts in development and evaluation, we propose
SAIBench, a system that bridges scientific computing tasks and AI
methods, and automatically benchmarks every sensible combination,
collects performance metrics, and projects it back into rankings proper
to each research community. Research groups of different backgrounds
can focus on their needs while taking advantage of other benchmarking
building blocks, without having to re-invent end-to-end evaluation
processes.

The rest of this article is organized as follows. We first define the
problem of scientific AI benchmarking in Section 2. In Section 3 we
discuss the methodology, goal, and challenges. Section 4 elaborates our
system design, including the details of each component. We showcase
end-to-end scenarios involving multiple modules in Section 5.

2. Problem definition

Here we define the problem of scientific AI benchmarking. To begin
with, we have a set of tractable scientific tasks as defined in the pre-
vious section, and an array of AI methods, each needs to be trained to
solve a specific problem. To evaluate a method for such tasks, different
scientific communities have different criteria. For example, instruments
in High Energy Physics generate zettabytes of data, and the training
data for AI models is virtually unlimited. An AI method could thus focus
on throughput, time-to-solution, sample selection, etc. Meanwhile, for
Biology and Life Sciences, sometimes there are just a few hundred
data points, requiring high sample efficiency, and a strong ability to
generalize and extrapolate onto unseen problem configurations.

Nonetheless, the qualification of a method can be categorized as
follows:

• Defined by Problem Class. For purely computational tasks such
as mathematical problem solving, it is preferable to target against
classes of problems to see how the method performs under each
set of mathematical constraints. For example in equation solving,
it is desired to study how a method behaves for both stiff and
non-stiff systems, where both types contain their problem class
definitions.

• Defined by Problem Setting. Compared to purely mathematical
problem classes, this type of problem definition usually embodies
specific constraints under a class to match a physical setting.
Scientific research communities have established well-respected
11
Table 2
Examples of qualification criterion.

Problem class Boundary Value Problem
Stochastic Differential Equations
Many-body Interactions
Positive Definite Matrix Decomposition

Problem setting Temperature and pressure dependence of
alanine dipeptide
Straight wire Magnetostatics
Community Atmosphere Model
(CAM5) [5] Simulation

Problem case ANI-1x [6], GDB-17 [7]
OASIS [8]

problem settings that have been practiced and confirmed. This
allows computational methods to interoperate with real-world
experiments, as specific experimental settings can be virtually
replicated.

• Defined by Problem Cases. For some tasks we are only inter-
ested in a narrow range within the whole problem space. Most
data-driven tasks fall into this category, where the typical work-
loads of a task are defined by collected and/or labeled data. There
are also ‘‘golden standards’’ defined in research fields, which are
computational methods with superior accuracy and other desir-
able properties, at expensive computational costs. These methods
are then used to collect data for very specific problem cases so
that other faster but less accurate methods can be developed and
evaluated.

This categorization is not mutually exclusive though, as some tasks
require more than one qualification criteria to properly define the prob-
lem. For example, a robotic control algorithm can be tested both in a
simulated setting and on data points collected from real-world sensors.
Nevertheless, the principle is that this categorization describes the hi-
erarchy of problem definition — the more the definition leans towards
the former (problem classes), the more computation is required; On the
other hand, the more towards the latter (problem cases), the more data.
Furthermore, the problem definition serves as a specification for the AI
model behavior, for both training and testing.

Examples of these qualifications are shown in Table 2. However, AI-
based methods likely require training, so the problem definition of all
three types must be reduced to case-by-case training data points — for
a problem class, the problem definition should generate independent
problem instances that sufficiently cover the problem space. For a
problem setting, the problem definition should generate state snapshots
that conform to the constraints. For data-driven problem cases, the
problem definition should simply enumerate from the dataset.

Furthermore, the evaluation of a method depends on the problem
definition generating tests. For each test case, the performance is
represented with a cost function. For a mathematical problem instance,
the cost function can be the error against ground truth solution, or
error against equality constraints [9,10]. For simulation settings, the
cost function can be obtained by comparing the performance metrics
derived from such experiments, as shown by previous works on specific
tasks [11–13]. Lastly, for data-driven problem cases, the dataset can be
split into training and test sets, and the cost function is the loss function
applied to the test set.

Finally, it is crucial to realize that different benchmarking com-
munities use the word ‘‘performance’’ to refer to different concepts.
Scientific AI benchmarking concerns not only the accuracy of AI models
but also the computation cost. The computation cost can be further
broken down into two phases: (1) the cost for a model to reach
certain accuracy, and (2) once the model is properly trained, the
cost of using the model for inference tasks. For the first phase, the
standard practice is to measure training time (wall clock or total
CPU/GPU time) against the best/mean/worst accuracies, and for the
second, the throughput/latency etc. for completing the inference tasks.
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Moreover, for both phases, we can investigate the system performance
with standard parallel computing benchmarking techniques [14] to
expose different performance characteristics of a solution, for example,
time-to-solution or cost-efficiency.

3. Methodology

The main goal of SAIBench is to build an inclusive and intercon-
necting environment for all the relevant research efforts, including
problem definition, AI method, training algorithm, software and hard-
ware environment, metric definition and ranking definition, and deliver
benchmarking result efficiently with given computation resources. The
desiderata brought by this goal is multifold.

We need to design the system with a modular paradigm and pro-
vide friendly programming interfaces for different modules. It should
handle the impedance mismatches between different programming lan-
guages and environments while maintaining consistent standards. This
is traditionally implemented with language bindings (for example, the
computational chemistry package NWChem [15] can either execute its
own scripting language, or be controlled by a Python language binding)
or file-based inter-process communication, which is suboptimal because
different programming environments may have incompatible constructs
that cannot be bound into a single process, and distributed computing
modules cannot be modeled easily.

A module should be self-descriptive so that the system can au-
tomatically discover benchmarking tasks it can participate in, so in
addition to modular interfaces targeting benchmarking tasks, there
should be a protocol for modules to exchange metadata and relate
to each other. It is challenging to design such a protocol because it
has to be generic, extensible, and yet carrying concrete meanings. For
example, if we model the input/output of an AI model as tensors of
required dimensions, it places strict constraints on what the AI model
can solve, and the system will not be able to associate this AI model
with even slightly incompatible tensors, not to mention non-tensor
data that has to be converted to adapt. On the other hand, if we
simply attach a textual description to each module, it would be too
hard for machine-understanding, and require human in- tervention to
develop the connections. To this end, machine-understandable flexibil-
ity and extensibility are needed, to enable modules to cooperate less
rigidly. The previous example shows how a module for an AI model
should describe itself. Similarly, for a problem definition, it should
programmatically set up the training and test fixtures, and conduct
the experiments. This way all the three types of problem definitions
previously can be normalized and become accessible to AI models. In
addition, it should expose metadata that allows the system to inspect
the execution workflow, and identify tasks that can be completed by
other modules. This type of meta-programming is practiced in program-
ming language research and recently machine learning frameworks,
implemented in declarative languages and domain-specific languages
(DSLs) [16], yet largely unexplored in scientific computing, where most
execution engines take a parse–interpret–execute approach [15,17].

As we discussed above, the system is not a single benchmark, but
a collection of such, to be projected back to each research field and
aggregated by a ranking criterion. Conflict of interests naturally arises,
for example, to favor speed vs. to favor accuracy, first principle metrics
vs. a particular set of derived properties. The system should be able
to allow different perspectives of the same metrics and provide an
interface for ranking modules to declare their preferences.

The performance of an end-to-end AI solution to a tractable sci-
entific task depends on multiple aspects, including the AI model, the
training algorithm, the computing software stack, the empowering
hardware, and so on. These factors do not contribute to the final
performance linearly, for example, a particular AI model may have
the best work-precision properties under one hardware configuration
but not the others. It is thus desirable to consider all these factors as

benchmarking hyperparameters. There are several implications brought
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by this requirement. The AI module implementation should be declar-
ative instead of being bound to a specific software/hardware stack;
The software stack module should declare the capabilities (e.g. matrix
multiplication and backward propagation) so that the system finds com-
patible model-software pairs; Also, the software stack module should
describe the hardware compatibility and accept a standardized hard-
ware configuration descriptor, so that the system can automatically
schedule scalability tests.

With all the components modularized and parameterized, the whole
benchmarking workflow can be formulated as follows. Each type of
module introduces some dimensions to the benchmarking task, and
the goal is to enumerate and test against the Cartesian product of all
such dimensions, where each point in the problem space represent
the combination of a specific task, solver, metrics, software and hard-
ware configuration. This allows the modules to advertise themselves,
discover the others, and therefore reuse data and interact with each
other, without knowing them beforehand. This paradigm aligns well
with the FAIR guiding principles for scientific data management [18],
which suggests that scientific data should have findability, accessibility,
interoperability, and reusability. This is the key difference between
the methodology of this work and previous AI benchmarking and
scientific benchmarking systems, where the benchmarked scenarios are
pre-determined workload and model combinations, and the addition of
a new AI model or dataset would not be automatically discovered and
reused by existing modules in the system and has to be scripted by a
programmer.

Last but not least, because the system automatically discovers poten-
tial benchmarking tasks, it is desired that the system can concurrently
schedule computation resources to them. As different benchmarking
tasks may require different computing environments, it is crucial that
the system can elastically provision the environment for each task
in a standardized manner, including the operating system, runtime
libraries, setup scripts, and test fixture data. The challenge lies in how
to design the system to efficiently support such needs and minimize the
deployment overhead.

4. System design

In this section, we illustrate the overall design of the system and tap
into each system component, and discuss how to address the aforemen-
tioned challenges. The architecture of the system is depicted in Fig. 1.
The workflow is straightforward. The planner pulls all modules from
the module repository and joins them into feasible tuples according to
the metadata descriptors. The execution plan is then dispatched to the
elastic

computing platform which provides storage, processors, and accel-
erators, where each benchmarking task tuple is executed in a ‘‘bench-
marking pod’’. The purpose of the BenchPod is to provide task-level
isolation to computation resources, a communication endpoint to in-
teract with the planner, and experiment orchestration. A problem
definition module either generates data on-the-fly or retrieves a well-
known dataset into the BenchPod instance. The hardware definition
module acquires hardware resources. The software definition module
constructs a containerized environment, based on a standardized soft-
ware package requirement descriptor. The entry point of the container
is a shim program provided by the BenchPod instance that orchestrates
the actual execution of the solver, metric collection, and aggregation.

4.1. SAIL: Scientific AI domain-specific language

Previous AI benchmarking systems either implicitly define a series
of built-in modules [19,20], or expose a markup language schema to
define modules [21]. For better programmability, discoverability, and
user ergonomics, we propose to define modules with an embedded
domain-specific language (eDSL) called SAIL. The eDSL is implemented

as a Python package so that a module implementer can take advantage
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Fig. 1. System architecture.
Fig. 2. MNIST Problem Definition.
of modern IDE features such as auto-completion and type checking
while writing the module definition. To design an eDSL means that
the desired features must be retrofitted into the target language. To
achieve this, we take advantage of various Python language constructs
that best fit the required features. Some features can be implemented
with static analysis, for example, we use Python decorators to identify
module entry points. This way we can easily scan for modules with
reflection, and build our module repository. We use Python classes to
represent type descriptors for our type system, which is a dual-role
construct that both encodes the type information for static analysis, and
dispatches code during benchmarking runtime. Benchmarking concepts
are modeled as well-known global objects, and the methods attached
to them represent benchmarking primitives. This gives a hint to the
user that these concepts are stateful, and the primitives can function as
both computation routine and data storage. Finally, we use declarative
methods to construct the computation graph for AI models. Table 3
shows some language construct examples.

The module script, rather than directly executed in a Python inter-
preter, is first sent to the SAIL parser. The SAIL parser substitutes the
actual execution logic with computation nodes and connects the nodes
with computational dependencies to construct the computation graph,
similar to the tape-recording technique in automatic differentiation
frameworks [22]. The parser then analyzes the computation graph and
synthesizes actual benchmarking code. The eDSL provides its own type
system with both tensors and symbolic equations as first-class citizens,
and helper functions to help connect different modules. In fact, with
proper type inference, there is even no need to explicitly declare the
input/output types of a module.

The flexibility of a scripting language also simplifies module defini-
tions, for example, Fig. 2 illustrates a ‘‘hello world’’ problem definition

module — the MNIST [23] image classification problem. This is a
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Table 3
Examples of SAIL language constructs.

Feature Construct Instances

Module entry points Decorators @ProblemDefinition
@MetricDefiniton . . .

Type descriptors Classes class Tensor
class Scalar . . .

Concepts and Primitives Well-known Train. Classify
Global Objects Model. Predict

Test. Compare . . .

AI models Declarative methods Pipeline
Linear
Relu
Softmax . . .

typical ‘‘defined by cases’’ problem as we illustrated in Section 2. The
definition of this problem reads from four input files, joins them into
pairs, and declares the data points and associated classification tasks
into Train and Test collections. Note that the existence of both train
and test collections is not necessary for some kinds of problems — for
example, a PDE ‘‘problem class’’ definition may define a few equations
in the test collection and expect a solver to accomplish the task without
training or hints.

Note that the problem definition of MNIST resembles a machine
learning training loop — but not entirely. The key point is that it
only defines the problem, and does not try to solve or evaluate the
results. This allows us to plug different evaluation metrics into the
workflow. For example, the Machine Learning community traditionally
focuses on the average performance over the whole dataset, while in
a production critical environment, one may prefer to evaluate 99%
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Fig. 3. Custom Evaluation Metric Definition.

percentile precision, or a hard fail condition, as shown in Fig. 3. Also
shown in the code is a simple timer metric, and a task can be evaluated
with multiple metrics. For example, the two in the code will combine
into a work–critical loss 2D graph. For iterative tasks, a metric will also
be evaluated iteratively, and a module can choose to keep states across
multiple iterations, memorize the data points or obtain the average, etc.

Even for the same task, different research communities have dif-
ferent interests in performance evaluation. For example, scientific re-
search groups focus on the quality of the end result, while com-
puter system researchers focus on system performance metrics, such
as throughput and latency [24]. This is why we further split the
ranking module from problems and metrics. A ranking module can
reference multiple metrics and aggregate them to obtain a total order,
or implement a comparison between two instances to obtain partial
order.

Another advantage of this approach is that the module definition
can take input parameters and programmatically generate configura-
tions. For example, in Fig. 4 we define how to pick the correct docker
image tag for TensorFlow based on the hardware configuration, which
is hard to model with a markup language. This also allows us to define
generic AI modules that adapt to different input sizes and types and
suggest hyper-parameter values. Fig. 5 shows the definition of a simple
neural network, which not only defines the computation graph, but also
the intended tasks, input/output type conversion, and layer width sug-
gestions, so that the planner can grid search this hyperparameter. Also
shown in the code snippet are two type converters, when combined,
can automatically convert the input of an atom sequence into a single
concatenated tensor.

4.2. Automatic benchmarking task discovery

As discussed before, the module definitions are not used for the
actual execution of the benchmarking tasks. Rather, they are metapro-
gramming constructs that can be seen as a ‘‘dryrun’’ for the actual
benchmarking. The system scans all python files and uses reflection
to identify module entry points, and create records for them in the
module repository. The system then enumerates all the modules from
the repository and constructs candidate test fixtures, which are tuples
of different kinds of modules. For each candidate tuple, the system
executes the modules in it, providing input parameters, and extracting
information such as the problems a model can solve, the research field
of a problem, the suggested hyperparameters, and compatible metrics
for a kind of task and so on. The execution order is determined by the
type of modules and the implied dependencies — problem definitions
execute first because they generally do not depend on other modules,
and populate the metadata required to associate metrics and ranking.
During execution, the system maintains the context for the current test
fixture and accumulates the metadata from already executed modules
in the candidate tuple, and later modules can either be filtered by
metadata matching (for example, by matching data types) or actively
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reject the context. This is demonstrated in earlier examples, where a
module can use the DSL primitive Fail to indicate that it does not
know how to solve the problem, or the hardware does not support
the current software configuration. Additionally, the system builds a
graph where the nodes are data types and edges are converters, and
employs breadth-first search to also allow type converter composition
so that multiple converters can work together to relax type constraints
and improve module compatibility. This process is akin to the inner
join operation in relational databases, and the system builds complete
tuples of the modules as test scenarios. Apart from automatic discovery,
a module can also explicitly declare relationships with other modules so
as to narrow down the search space. The logic is presented in algorithm
1.

4.3. Experiment orchestration

When the planner is done generating benchmarking configuration
tuples, it is necessary to prune unnecessary entries and make a sched-
ule for the rest. There are multiple invariances in the benchmarking
tasks to help pruning. For example, given the same AI model, soft-
ware/hardware configuration, and similar problem size (of different
problems), the throughput (in terms of FLOPS) can be comparable.
Likewise, the precision evaluation should not be heavily impacted for
the same model and problem on different software/hardware configu-
rations. The executor should only pick significant tuples to maximize
the diversity in measurements for all the metric dimensions, including
model performance, scalability, generalization, and so on. Once the
pruning is done, the scheduling problem concerns how to estimate the
costs of each tuple, and efficiently pack them onto the hardware-task

timeline.
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Fig. 4. TensorFlow Software Configuration.
Fig. 5. AI Model Definition.

5. Case study

Now we discuss the details of a particular use case, Molecular Dy-
namics (MD). Given the initial states of the atoms (position and velocity
vectors), the problem asks for a prediction of the movement of the
atoms. In practice, the problem is decomposed into the problem of force
prediction (Molecular Mechanics), and the integrated force over time to
compute new states. In particular, force prediction is achieved in mul-
tiple ways developed by the Molecular Dynamics research community.
‘‘Classical MD’’ employs empirical models to compute pairwise forces
between atoms, and first-principle methods (AIMD) employ quantum
mechanic methods as DFT [25] and CCSD(t) [26] to first predict the
potential energy of the system, and then obtain the forces by computing
the partial derivatives of the energy over atom positions.

The problem definition module is shown in Fig. 6. It consists of two
phases. First, an AI model is trained to predict the potential energy of
a system, guided by a Molecular Dynamics software package, such as
ORCA or Gaussian. Then, the performance of the model is evaluated on
a different set of atom configurations. Unlike traditional AI benchmarks
that merely evaluate the output of a model, here we provide multiple
fixtures, including both the energy prediction, and the position and
velocity updates computed from the prediction. It is the flexibility of
problem scripting that gives us the ability to model additional fixtures
other than the energy, which can be extended to benchmark fields other
than Molecular Dynamics, for example, Raman Spectroscopy. This is
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a typical ‘‘defined by setting’’ problem as we illustrated in Section 2,
because although it reads multiple data points from input files, each
data point is not fed into the AI model, but rather into a simulation
software to compute data points for the AI model.

There are multiple ways to specify an AI model for this problem
— namely, given a set of atoms (atom types, positions, and velocities),
predict a single scalar energy value. One way is to implement an end-
to-end energy prediction model [27,28]. The other way aims to capture
the essence of the end-to-end solutions and let the system synthesize the
whole model. One key insight of the aforementioned energy prediction
models is that the atom configuration is permutation invariant, which
means that the input should be modeled as a set of atoms, not a list.
Therefore, our goal here is to enable the system to compose an AI model
to honor this property and take advantage of existing building blocks.
A possible solution is shown in Fig. 7, where the input is typechecked
to be a list, and the module requires a submodule that can complete
the specified task (prediction in the Molecular Dynamics context) to
map the element type to the output type. The element-wise results are
then summed to combine a permutation invariant output. This way,
the system is able to pick up the modules we defined earlier, such
as the atom embedding converter, and the MLP model for conducting
element-wise prediction.

Now we discuss another benchmarking scenario, deep-learning-
based electron microscopy image segmentation, which is becoming
a popular topic in Biological Chemistry [29–31]. One of the main
challenges in this topic is the scarce of training data, due to complex
and costly data acquisition process. Given limited data, supervised
deep-learning methods require heavy human intervention and may
fail to generalize to unseen data [32,33]. One way to circumvent the
data problem is to introduce semi-supervised deep-learning techniques,
such as pre-training with high volume unlabeled data [34]. To support
pre-training in the benchmarking system means that a model under
evaluation should be able to carry a part of its internal states (weights)
from one task to another, and adjust its computation graph accordingly.
The problem definition should also evaluate the performance of the
model given different amounts of training data, to test its sample
efficiency. The code for this scenario is shown in Fig. 8.

5.1. Comparison to other benchmarking systems

As mentioned above, previous systems focus on a fixed set of
test scenarios [19–21]. Additionally, the lack of declarative modules
means that it is hard to share data between the benchmarking suite
and external scientific computing software packages, which is crucial
in scientific AI benchmarking. For example, the Gradient primitive
in SAIBench allows a training pipeline to extract gradients from an
external package, which is usually not exposed programmatically. The
differences are shown in Table 4.

6. Discussion

We have elaborated on the methodology and the overview of the
system design, yet we look forward to further development in the
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Fig. 6. Molecular Dynamics Problem Definition.
Fig. 7. Permutation Invariant Model Definition.

Table 4
Comparison to other benchmarking systems.

SAIBench MLPerf MLHarness

Focus Different scientific
tasks/criterion

Accuracy, system
throughput

Scalability,
MLCommon
coverage

Modules Declarative Hard-coded Markup

Test scenarios Automatic discovery Fixed Fixed

components. Brute-force enumeration of all possible test hyperparame-
ters may not be feasible and while pruning can mechanically improve
the situation, it is desirable that a particular problem module can
suggest parameters suitable for a research field. More design work
could be done to address model development and debugging needs, for
example, to allow model validation in addition to training and testing.
Python-based eDSL has its limitations, mostly due to the syntactic
constraints of the language. To represent the modules more naturally, a
16
programming language more geared towards scientific computing can
be investigated [35].

Currently, SAIBench targets tractable scientific tasks, which are
mechanical procedures that can be computed and measured. It is
challenging to extend it to more creative scientific research activities
because it would require the system to formally model the scientific
concepts, and gain a deeper understanding of research topics, motiva-
tions, methodologies, and goals, and how various concepts interact with
each other. Also, automated benchmarks require well-defined metrics,
while open-ended scientific research ideas, in general, are hard to
quantify.

Apart from type-based model composition, automatic AI model
synthesizing given a particular problem definition is also a promising
direction, given the advancement in AI-based code generation [36,37].

7. Conclusion

We have presented our definition of scientific AI benchmarking,
which is an ensemble of scientific task definition, AI benchmarking,
and system performance benchmarking. We have then presented our
methodology for scientific AI benchmarking, with the key idea of de-
coupling and modularizing various components, automatically bench-
marking sensible combinations. We have proposed a system design
where the various modules are implemented with a domain-specific
language for scientific AI computing. We have demonstrated that this
design is flexible enough to support benchmarking different types of
scientific tasks, defining AI models, deriving multiple metrics, com-
bining metrics into ranking criteria, and configuring required hard-

ware/software.
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Fig. 8. Electron Microscopy Image Segmentation.
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A B S T R A C T

With the rapid expansion of Internet of Things (IoT), relevant files are stored and transmitted at the network
edge by employing data deduplication to eliminate redundant data for the best accessibility. Although
deduplication improves storage and network efficiency, it decreases security strength and performance.
Existing schemes usually adopt message-locked encryption (MLE) to encrypt data, which is vulnerable to
brute-force attacks. Meanwhile, these schemes utilize proof-of-ownership (PoW) to prevent duplicate-faking
attacks, while they suffer from replay attacks or incur large computation overheads. This paper proposes
SE-PoW, an efficient and location-aware hybrid encrypted deduplication scheme with a dual-level security-
enhanced Proof-of-Ownership in edge computing. Specifically, SE-PoW firstly encrypts files with an inter-edge
server-aided randomized convergent encryption (RCE) method and then protects blocks with an intra-edge
edge-aided MLE method to balance security and system efficiency. To resist duplicate-faking attacks and
replay attacks, SE-PoW performs the dual-level PoW algorithm. Then it combines the verification of a cuckoo
filter and the homomorphism of algebraic signatures in sequence to enhance security and improve ownership
checking efficiency. Security analysis demonstrates that SE-PoW ensures data security and resists the mentioned
attacks. Evaluation results show that SE-PoW reduces up to 61.9% upload time overheads compared with the
state-of-the-art schemes.
1. Introduction

With the high-speed development of 5G and edge computing, large
amounts of data are collected in the core and edge devices, such as
smartphones, wearables, automatic driving [1], and traffic flow detec-
tion [2]. In the big data era, IDC predicts that the digital universe will
reach 175ZB in 2025 [3], and more than 44% of IoT-created data will be
processed and analyzed at the network edge. Edge computing deploys
computing and storage resources at the network edge to handle time-
sensitive tasks while offering fast and convenient services to users [4].
Research analysis shows that there exist large amounts of redundant
data (up to 76%) for workloads like VM images and car multimedia IoT
data [5–7]. Data deduplication has been adopted in the modern central
cloud (e.g., Dropbox [8], OneDrive [9]) and also pushed to the network
edge for both optimized space and network efficiency. Fig. 1 describes
a simple architecture of edge computing that deploys deduplication,
for example, Ctera [10]. Edge computing can be seen as a three-tiered
architecture. The central cloud stores and retrievals data from edge
nodes and users. The edge nodes provide limited computing, indexing,
storage, and other services [11,12]. Deduplication eliminates duplicate

∗ Corresponding author.
E-mail address: zb.yu@siat.ac.cn (Z. Yu).

data on a file or block, which keeps only one physical copy and others
refer to it. Deduplication can be classified into client-side or server-side
approaches, while the former also saves network transmission. Edge
computing deployed with deduplication has attracted lots of attention
in both academia and industry [10–13], but it remains many security
issues and potential threats [14,15].

Users usually encrypt data before outsourcing them to the edge and
cloud for security and privacy concerns. However, encrypting the same
data with different keys will result in different ciphertexts and makes
deduplication impossible. Many researchers propose convergent en-
cryption(CE) and message-locked encryption(MLE) [16–21] that adopt
the hash value as the symmetric key to encrypt data, which users
carry out deduplication over ciphertexts. Unfortunately, MLE suffers
from resist brute-force attacks [18] that the attacker can recover the
target file from a known set by offline encryption. To mitigate the at-
tacks, researchers propose an oblivious pseudorandom function(OPRF)
to generate MLE keys aided by secret messages of the server. How-
ever, client-side deduplication suffers from various attacks and privacy
leakages, such as duplicate-faking attacks [15,22,23] and position
attacks. That is, a malicious user can gain access to files belonging
https://doi.org/10.1016/j.tbench.2022.100062
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Fig. 1. An example of edge computing deployed with data deduplication.

to other users based on a hash value or upload corrupted data with
valid hash values [24]. Some deduplication with Proof of ownership
(PoW) schemes [22,25–27] are proposed to verify ownership of data
users, such as MHT-PoW [22] or BF-PoW [21,26]. The user convinces
the server that it owns the hash value and holds the file content.
PoW is a protocol in which a server sends challenges, and the client
returns the proofs as a response. Specifically, MHT-PoW encodes files
into a fixed-size buffer and conducts a Merkle hash tree via a pairwise
independent hash function [20,28]. BF-PoW divides files into fixed-
size blocks, calculates the hash digests, and inserts them into a bloom
filter [29]. However, existing encrypted deduplication schemes with
PoW face new challenges.

First, existing schemes adopt MLE [17,30] or RCE [20,21] to protect
data security, but they are vulnerable to brute-force attacks for the
low-entropy files especially. Moreover, other encrypted deduplication
schemes, such as OPRF [18], data re-encryption [20,21], and public
encryption [31] bring a significant computational burden. They are not
suitable for resource-constrained edge nodes and IoT devices.

Second, existing schemes introduce proof-of-ownership to resist
duplicate-faking attacks. They nevertheless incur large computation
overheads or suffer from replay attacks. Generally speaking, MHT-PoW
brings a heavy computation burden because of the encoding of files
and constructions of the Merkle hash tree. BF-PoW suffers from replay
attacks and the privacy leakage of the false positive in a bloom filter.
An attacker passes the verification of BF-PoW by generating valid proof
from previous proofs without owning the original data. The replay
attacks also have occurred in many scenes, such as provable data
possession(PDP) and proof of retrievability (PoRs) [32].

To overcome these challenges, we propose an efficient encrypted
deduplication with Security-Enhanced Proof-of-Ownership (SE-PoW).
We observe that the capabilities and security risks for inter-/intra edge
nodes are different [4], and duplicate files are mainly from multiple
users [33,34]. The core idea behind SE-PoW is to employ different ran-
domized MLE methods based on the location of deduplication. Specifi-
cally, SE-PoW first performs inter-edge encrypted deduplication for files
via a server-aided RCE method. If the file is non-duplicate, SE-PoW
further performs intra-edge encrypted deduplication for blocks via an
edge-aided MLE method. Moreover, SE-PoW utilizes a dual-level proof-
of-ownership to guarantee higher security. SE-PoW performs own-
ership checking based on a cuckoo filter to resist duplicate-faking
attacks. SE-PoW adds unique labels and verifies the homomorphism of
the algebraic signature [35] to resist replay attacks. Security analysis
demonstrates that SE-PoW resists the above attacks from inside and
outside attackers. Therefore, SE-PoW significantly reduces computation
overheads compared with state-of-the-art schemes and ensures data
security.

This paper makes the following contributions.

• We propose SE-PoW, a location-aware hybrid encrypted dedupli-
cation scheme in edge computing. SE-PoW performs inter-edge
21
file-level and intra-edge block-level encrypted deduplication via
server-aided RCE and edge-aided MLE algorithms, respectively.
Thus SE-PoW balances data confidentiality and efficiency.

• SE-PoW proposes a dual-level security-enhanced proof-of-
ownership by leveraging a cuckoo filter and algebraic signatures.
SE-PoW achieves a higher security level and only increases little
overheads, in which SE-PoW resists duplicate-faking attacks and
replay attacks.

• We present a prototype of SE-PoW. Security analysis demon-
strates that SE-PoW can ensure data confidentiality and resist
duplicate-faking attacks and replay attacks under the proposed
threat model. Experimental results based on real-world datasets
show that SE-PoW reduces 21.9–61.9% upload time overheads
compared with the state-of-the-art MHT-PoW.

The reset of our paper is organized as follows. Section 2 intro-
duces the background and problems of SE-PoW in edge computing. In
Section 3 the system model, threat model and security requirements are
defined. Section 4 introduces the design and implementation details of
SE-PoW. Section 5 discusses the security of SE-PoW. Section 6 presents
the performance evaluation on real-world datasets. In Section 7, the re-
lated works on encrypted deduplication schemes are reviewed. Finally,
Section 8 concludes this paper.

2. Background & problems

This section briefly introduces encrypted deduplication in edge
computing and proof of ownership schemes. We further present the
problems and motivation of SE-PoW.

2.1. Encrypted deduplication in edge computing

Many users store files at the network edge and respond to users’
requests with low latency [4,34]. In Fig. 1, edge computing employs
data deduplication at the network edge for space and network effi-
ciency [11–13]. The user uploads/retrieves data and relevant informa-
tion to the edge nodes. Then edge nodes could compute the tags of data
via a hash function (i.e., SHA256) and encrypt data. Edge nodes main-
tain a deduplication index structure for local or cross-domain duplicate
checking. Decentralized deduplication distributes data to multiple edge
nodes for load balancing [13].

To protect data confidentiality, Douceur et al. [16] propose con-
vergent encryption(CE) and Bellare et al. [17] propose Message-locked
Encryption(MLE) and random to enable deduplication over ciphertexts.
Specifically, the client derives a key 𝐾 ← 𝐻(𝑃 ,𝑀) from message 𝑀 ,
and 𝑃 is a public parameter and 𝐻 is a cryptographic hash function.
And it encrypts the message as 𝐶 ← Encry(𝐾,𝑀), where 𝐸𝑛𝑐𝑟𝑦∕𝐷𝑒𝑐𝑟𝑦
is a pair of encryption and decryption functions. The tag 𝑇 derives

← 𝐻(𝑃 , 𝐶). In randomized convergent encryption(RCE), the client
ncrypts a message 𝐶1 ← 𝐸𝑛𝑐𝑟𝑦(𝐿,𝑀), where 𝐿 is a randomly chosen
ey. Then it encrypts the key 𝐿 and generate 𝐶2 ← 𝐿 ⊕ 𝐾, where 𝐾
s derived from the message 𝐾 ← 𝐻(𝑃 ,𝑀). The client generates tag
← 𝐻(𝑃 ,𝐾). When any owner receives 𝐶1‖𝐶2‖𝑇 from the server, he

omputes 𝐿 ← 𝐶2⊕𝐾, and obtains 𝑀 via 𝑀 ← 𝐷𝑒𝑐𝑟𝑦(𝐿,𝐶1). However,
LE and RCE are vulnerable to brute-force attacks.

Bellare et al. [18] present server-aided MLE algorithms via an RSA-
ased oblivious PRF protocol to resist brute-force attacks. In edge com-
uting, Ni et al. [36] put forward edge-based encrypted deduplication
ith BLS-OPRF and adopted proxy re-encryption on edge nodes. Yang
t al. [15] propose a cross-domain deduplication scheme with server-
ided MLE via HPS-OPRF in blockchain-enabled edge computing. In
ddition, Hur et al. [20] propose authorized encrypted deduplication
ith dynamic ownership management via proxy re-encryption [21].

n summary, encrypted deduplication has been widely used in edge
omputing.
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Fig. 2. We describe the procedure of MHT-PoW and BF-PoW. In figure (a), MHT-PoW encodes a file into a fixed-size buffer and constructs a Merkle hash tree. In figure (b),
BF-PoW splits a file into blocks, generates tokens (e.g., 𝑒𝑖), and inserts them into a bloom filter. Finally, the verifier randomly selects 𝑁 challenged blocks for ownership checking.
Fig. 3. The system model of SE-PoW in edge computing.
2.2. PoW Schemes & problems

Client-side encrypted deduplication schemes occur from the en-
tities(i.e., IoT devices) and diminish bandwidth consumption signifi-
cantly. However, the risks of privacy leakage arise in existing schemes,
for example, duplicate-faking attacks [15,22]. In particular, an attacker
uses a hash value to gain unauthorized access and download files
in Dropbox [23]. Researchers propose proof-of-ownership to tackle
the problem, which checks ownership and achieves authorized ac-
cess. Existing schemes are classified into two categories: Merkle Hash
Tree based PoW (MHT-PoW) [15,22,25] and Bloom Filter based PoW
(BF-PoW) [21,37] in Fig. 2.

MHT-PoW. Halevi et al. [22] propose MHT-PoW to resist duplicate-
faking attacks. In Fig. 2(a), the client and server simultaneously encode
the file into a buffer via erasure coding and the pairwise independent
hash function. The buffer is divided into fixed-size blocks as 𝐵𝑖 (0
< 𝑖 < 𝑛), and computes the hash value 𝑛𝑖 for each data block 𝐵𝑖
as the leaf node. And the parent node is to calculate the hash value
of the two child nodes. Finally, they get the root node 𝑛15. During
the verification of MHT-PoW, the server randomly selected 𝑁 leaf
ode indexes as the challenge information. The client returns the path
nformation from the leaf node to the root node, and the server finally
ecalculates and compares the value of the root node. Similarly, ECC-
ased accumulators are adopted in [15]. Unfortunately, the encoding
f files and the construction of structures in MHT-PoW will bring great
omputational and I/O overhead.
BF-PoW. To reduce the computation and I/O overheads, BF-PoW

21,26,30] uses a bloom filter to resist duplicate-faking attacks with a
ow error rate. In Fig. 2(b), BF-PoW divides the file into blocks and
alculates the token 𝑒𝑖 (1 ≤ 𝑖 < 5) of the corresponding block with
pseudo-random function, and inserts it into the bloom filter. For

xample, the server selects data blocks 1 and 3 as challenge blocks. The
client calculates tokens 𝑒1 and 𝑒3 and queries whether they exist in the
bloom filter to check the ownership. When the false positive occurs in
a bloom filter or the attackers utilize the previous valid proofs, BF-PoW
leads to privacy leakage.

According to our analysis, existing schemes face security and perfor-
mance challenges. First, encrypted deduplication schemes suffer from
brute-force attacks or a heavy computational burden. Second, MHT-

PoW incurs extensive time and I/O overheads. BF-PoW is subjected to

22
replay attacks. We analyze the redundant distribution and architectural
features in edge computing to solve these problems. From previous
work in [4,33,34,38], more than 90.5%–99% redundant data remains
in cross-domain duplicate files and duplicate blocks within users. In
edge computing, performing deduplication at edge nodes is highly effi-
cient and prevents privacy risks and information leakage. Meanwhile,
client-side deduplication between edge nodes and the central saves net-
work bandwidth and achieves security guarantees [14]. These motivate
us to propose SE-PoW, a hybrid encrypted deduplication scheme for
intra- and inter-edge with proof-of-ownership to achieve higher security
in edge computing.

3. System model & threat model

This section firstly describes the system model and threat model of
SE-PoW. Next, the security requirements and design goals of SE-PoW
are listed as follows.

3.1. System model

Fig. 3 describes our system model that consists of three entities:
Central Cloud(CC), Edge Node(EN), and End User (EU). The CC cannot
offer high-quality services for large-scale data in a restricted network
environment. Edge nodes locate on the user side and provide computing
and storage services with limited resources. In the cloud offloading
applications, deduplication will be done at edge nodes and the central
cloud to save storage space and network bandwidth.

• Central Cloud(CC). The CC provides centralized storage
/retrieval services. When a user is connected to the CC, CC will
verify his password and credential. CC maintains file-level indices
for inter-edge data deduplication. CC also stores ciphertexts of
blocks, keys, information of PoW, and metadata. It assigns tasks
to multiple edge nodes to handle a large amount of data.

• Edge Node(EN). The EN is an entity located at the network
edge, which provides computing and storage services with limited
resources. EN connects to CC via inter-network (e.g., Wide Area
Network(WAN)) but communicates with users in a restricted do-

main (via intra-network). EN acts as a proxy between CC and the
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user, supporting duplicate checking, encryption, and challenge-
and-response of PoW. A trusted EN assists the user in generating
random keys.

• End User(EU). The EU is a client or outsourcing entity (e.g., Mo-
bile and IoT devices) consisting of initial and subsequent up-
loaders. EU uploads data to and retrievals data from the CC
through the EN. The EU connects to edge nodes via intra-network
(e.g., Local Area Network(LAN)). Moreover, EN can generate keys
and encrypt/decrypt data with limited computation and storage
resources. The initial uploader transmits data to CC and initializes
the PoW. The subsequent uploaders with duplicate files need to
verify the PoW protocol.

3.2. Threat model

We assume that the CC is ‘‘honest-but-curious’’ in edge computing.
The CC will not maliciously delete or modify users’ data, but the CC
tries to learn the sensitive information as much as possible, such as
data, keys, tags(i.e., hash value), and proofs PoW. Without loss of
generality, we assume that the malicious CC may collude with other
adversaries. The EN will perform our proposed protocol honestly. We
assume that the EN is hard to be compromised in the intra-network [14]
and is protected by firewalls and access control systems. A trusted
EN helps users to generate secure keys. In our threat model, the
adversaries can be classified into two types: outside adversaries and
inside adversaries.

• Outside adversaries may be malicious users or hackers. They
obtain some sensitive data (e.g., a hash value, proofs of PoW) via
a public network, such as a web crawler and artificial intelligence.
Outside adversaries aim to get target users’ sensitive data content
and keys from CC and EN. They may disguise themselves as a
legitimate user to interact with the CC or EN.

• Inside adversaries follow the prescribed protocols but try to ob-
tain users’ information, such as plaintexts of data, tags, and proofs
of a specific file. The inside adversaries try to cheat the EN and
CC by using previous proofs and make the verification of PoW
successful.

3.3. Security requirements & design goals

We aim to achieve the following security requirements and design
goals based on the above threat model.

• Data confidentiality: We require that the encrypted data and
keys will be achieved semantically secure and resist brute-force
attacks [17].

• Tag consistency: The deduplication scheme should allow the
users to verify data integrity. It can resist poison attacks, in which
a malicious attacker cannot upload a valid hash value but replaces
a file with a poisoned one.

• Backward privacy: When a user uploads a duplicate file that
exists in the CC, CC will check the ownership. Unauthorized data
owners who cannot pass the verification of the PoW would not
access files.

• Resistance to duplicate-faking attacks: An attacker who only
has the data tag cannot download the corresponding ciphertexts
of files.

• Resistance to replay attacks: An attacker cannot pass the verifi-
cation of PoW, even if it generates valid proofs from the previous
message without owning files.

Design goals. Our scheme should achieve the following design
goals. First, SE-PoW should meet the mentioned security requirements.
SE-PoW also realizes upload and download protocols using encrypted
deduplication, key generation, and proof-of-ownership among the EU,
EN, and CC. Second, SE-PoW ensures system efficiency, which re-
duces the cost of computation, transmission, and storage. At last,
other problems, such as data reliability [39], updating, and ownership
management, are beyond the scope of this paper.
23
Table 1
Notations used in the proposed scheme.

Notation Description

𝑢𝑖 An end user
𝐼𝐷𝑢𝑖 The identity of 𝑢𝑖
𝐹𝑖 A file
𝐵𝑖 A block
𝑛 Number of blocks
𝐶 Ciphertext of a block/key
𝑂𝐿𝑖𝑠𝑡𝐹𝑖

An owner list of 𝐹𝑖
𝐾𝑢𝑖 /𝐾𝐹𝑖

/𝐾𝐵𝑖
A user/file/block key

𝐶𝐹𝑃 𝑜𝑊 [𝐹𝑖] A cuckoo filter based PoW
𝑆𝑖𝑔𝑔 (𝐵𝑖) An algebraic signature
𝑉𝑖 A tag to resist replay attacks

3.4. Preliminaries

Before introducing the design of SE-PoW, we describe two data
structures: cuckoo filter and algebraic signature.

Cuckoo Filter. A cuckoo filter [40] is a data structure that is used
to provide approximate set membership tests whether a given item is
in a set or not. It is similar to Bloom filter [29]. A cuckoo filter is a
compact variant of a cuckoo hash table that stores only fingerprints
instead of key–value pairs. A set membership query for item 𝑥 searches
the hash table for the fingerprint of 𝑥 and returns true if an identical
fingerprint is found. A cuckoo filter can show false positives but not
false negatives. It supports adding and removing items dynamically. It
provides a higher lookup performance than Bloom filters. The cuckoo
filter has various advantages over the Bloom filter. (1) It takes less time
for lookups. (2) It has fewer false positives than the bloom filter for the
same number of items stored. (3) It supports the deletion of items.

Algebraic Signature. Algebraic signature [35,41] is a hash function
with homomorphic and algebraic properties. Algebraic signature has
been widely used in remote data possession checking in distributed
system [35] and cloud storage [42]. An algebraic signature consists of
𝑛 symbols to verify the uniqueness of data content. The basic feature of
the algebraic signature method is that the sum of the algebraic signa-
ture of data blocks is equal to the signature result of the corresponding
sum of data blocks. Concretely speaking, let 𝜆 be a tuple in Galois Field,
which 𝜆 = (𝜆1, 𝜆2, ⋯, 𝜆𝑛) is a vector of distinct non-zero elements. The
file 𝐹 is divided into 𝑛 blocks 𝑓 [1], 𝑓 [2], ⋯, 𝑓 [𝑛], and the formula for
calculating the algebraic signature of file 𝐹 is

𝑆𝜆(𝐹 ) =
𝑛
∑

𝑖=1
𝑓 [𝑖] ⋅ 𝜆𝑖−1 (1)

The properties of an algebraic signature are as follows:

Property 1. Concatenating two data blocks 𝑓 [𝑖] and 𝑓 [𝑗] of length 𝑙 and 𝑚,
into a super block denoted 𝑓 [𝑖] ∥ 𝑓 [𝑗]. Then the signature 𝑆𝜆(𝑓 [𝑖] ∥ 𝑓 [𝑗])
is as follows.

𝑆𝜆(𝑓 [𝑖] ∥ 𝑓 [𝑗]) = 𝑆𝜆(𝑓 [𝑖]) + 𝜆𝑙𝑆𝜆(𝑓 [𝑗]) (2)

Property 2. The algebraic signature of the sum of all data blocks of file 𝐹
equals the sum of the algebraic signatures of each data block.

𝑆𝜆(𝑓 [1]) + 𝑆𝜆(𝑓 [2]) +⋯ + 𝑆𝜆(𝑓 [𝑛])

= 𝑆𝜆(𝑓 [1] + 𝑓 [2] +⋯ + 𝑓 [𝑛])
(3)

4. Design and implementation of SE-PoW

In this section, we first describe the overview of SE-PoW. Then we
present the design and proof of ownership algorithms used in SE-PoW.
Table 1 describes the notations.
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Fig. 4. The procedure of initial and subsequent data upload.
4.1. Overview of SE-PoW

We perform an inter-edge and intra-edge encrypted deduplication
scheme for files and blocks in the upload phase. In Fig. 4, the EU
is allowed to transfer files to the EN and CC and retrieves relevant
files on demand. Data are encrypted via different MLE algorithms
according to the location of deduplication to balance security and
system efficiency. Specifically, the EU generates a file tag and encrypts
the file before sending it to an EN. The EN outsources the file tag to
CC for inter-edge(cross-domain) file-level deduplication via a server-
aided RCE algorithm. If unique, EU encrypts blocks via an edge-aided
MLE algorithm and initializes the tokens and algebraic signatures. EU
outsources them to the EN for re-encryption and performs intra-edge
block-level deduplication. Besides, the EN stores the data of SE-PoW
based on a cuckoo filter and algebraic signatures for PoW verification.
The EN transfers non-duplicated blocks and metadata to the CC and
initializes a PoW protocol.

In the subsequent upload phase, the EU sends a tag of a duplicate
file to the CC. Then the user performs a dual-level proof of ownership
for duplicate files in edge computing to ensure data privacy. Concretely
speaking, we first perform the challenge-and-response protocol over
CF-PoW. If it passes, we will verify the homomorphism of algebraic
signatures as the second-level PoW. Only verifying the ownership of
SE-PoW, the end-user will send the file metadata without uploading
data content.

4.2. Encrypted deduplication in SE-PoW

To resist brute-force attacks and minimize bandwidth overheads
in edge computing, we proposed a location-aware hybrid encrypted
deduplication in SE-PoW. SE-PoW combines server-aided RCE for inter-
edge files and edge-aided MLE for intra-edge blocks. The encryption
methods, such as MLE [17], RCE [17], and RSA-OPRF [18], are adopted
from previous works. Details are shown as follows.

System setup. We choose two hash functions 𝐻1 and 𝐻2 ∶ {0, 1}∗ →

Z𝑝. And the uploader adopts the AES APIs [43], such as Encry() and
Decry(). The public parameters 𝑒 and 𝑁 of RSA are initialized and 𝑑 is
generated via 𝑒 ⋅𝑑 ≡ 1𝑚𝑜𝑑𝜙(𝑁). Each edge node will initialize a master
key 𝐾𝑒𝑖 .

Data Upload. As show in Fig. 4(a), an user 𝑢𝑖 uploads a file 𝐹𝑖 to
the central cloud. The CC will verify the identity 𝐼𝐷𝑢𝑖 and password.
The following details are the file/block-level encrypted deduplication.

(1) 𝑢𝑖 computes the tag 𝑇𝐹𝑖 ←𝐻1(𝐻1(𝐹𝑖)). Then 𝑢𝑖 generates a server-
aided RCE key 𝐾𝐹𝑖 via oblivious pseudorandom protocol [18].
Specifically, for 𝐹𝑖, 𝑢𝑖 chooses a random number 𝑟 ∈ 𝑁 , and
sends 𝑥 = 𝐻1(𝐹𝑖) ⋅ 𝑟𝑒 𝑚𝑜𝑑 𝑁 to a trusted edge node. The
trusted edge node computes 𝑦 = 𝑥𝑑 𝑚𝑜𝑑 𝑁 and sends 𝑦 back.
𝑢𝑖 calculates 𝑧 = 𝑦 ⋅ 𝑟−1 𝑚𝑜𝑑 𝑁 . 𝑢𝑖 could verify whether or
not 𝐻1(𝐹𝑖) ≡ 𝑧𝑒 𝑚𝑜𝑑 𝑁 . Thus, 𝑢𝑖 chooses a random key via

𝑘(𝜆)
𝐿𝐹𝑖 ← {0, 1} , and denotes as 𝐾𝐹𝑖 = (𝐿𝐹𝑖 , 𝑧).
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(2) 𝑢𝑖 sends 𝑇𝐹𝑖 to the edge nodes(EN) and forwards it to the central
cloud(CC) for inter-edge file-level deduplication. The CC will
check whether 𝑇𝐹𝑖 exists in the inter-edge global file index.
If no, 𝑢𝑖 performs block-level deduplication and jumps to (3).
Otherwise, the CC will check the ownership, and details are in
Section 4.3.

(3) 𝑢𝑖 performs intra-edge block-level encrypted deduplication via
an edge-aided MLE. In particular, 𝑢𝑖 divides 𝐹𝑖 into 𝑛 blocks via
{𝐵𝑖} ← Chunking (𝐹𝑖). For a block 𝐵𝑖 (0 ≤ 𝑖 < 𝑛), 𝑢𝑖 generates
a MLE key 𝐾𝐵𝑖

via 𝐾𝐵𝑖
← 𝐻1(𝐵𝑖). Then 𝑢𝑖 encrypts the block

into ciphertexts 𝐶𝑖||𝐶2
𝑖 ||𝐶3

𝑖 via 𝐶𝑖 ← 𝐸𝑛𝑐𝑟𝑦(𝐾𝐵𝑖
, 𝐵𝑖) and 𝐶2

𝑖 ←

𝐸𝑛𝑐𝑟𝑦(𝐿𝐹𝑖 , 𝐾𝐵𝑖
), and 𝐶3

𝑖 ← 𝑧 ⊕ 𝐿𝐹𝑖 .
(4) 𝑢𝑖 transmits all block ciphertexts (𝐶𝑖, 𝐶2

𝑖 , 𝐶
3
𝑖 ) to the EN. Then

EN re-encrypts 𝐶𝑖 via 𝐶1
𝑖 ← Encry(𝐾𝑒𝑖 , 𝐶𝑖). The tag of block

𝐵𝑖 is generated via 𝑇𝐵𝑖
← 𝐻1(𝐶1

𝑖 ). The EN performs intra-edge
block-level encrypted deduplication by checking 𝑇𝐵𝑖

in the local
block-level index. Then, the EN will upload all the ciphertext of
non-duplicated blocks 𝐶1

𝑖 || 𝐶2
𝑖 || 𝐶3

𝑖 and metadata information
𝑇𝐵𝑖

|| 𝐼𝐷𝑢𝑖 to the central cloud. The CC receives and stores
ciphertexts and metadata. Then the central cloud adds the 𝐼𝐷𝑢𝑖
to the owner list 𝑂𝐿𝑖𝑠𝑡𝐹𝑖 .

(5) The EN has to generate tokens and algebraic signatures to ini-
tialize a dual-level PoW protocol. Details are present in the
initialization of SE-PoW in Section 4.3.

Subsequent Upload. In Fig. 4(b), an subsequent uploader 𝑢𝑗 sends
the file 𝐹𝑖 to the edge nodes and central cloud. First, 𝑢𝑗 generates the
file tag 𝑇𝐹𝑖 as described in the upload phase. 𝑢𝑗 outsources them to the
central cloud. The central cloud finds that 𝑇𝐹𝑖 exists in the file index
via duplicate checking. Second, the central cloud performs a challenge-
and-response phase to verify the ownership of 𝑢𝑖. (1) The central cloud
randomly generates 𝑐 challenged blocks and returns the position of
blocks. (2) The edge node computes tokens and algebraic signatures of
challenged blocks based on the position of blocks and transfers them
to the central cloud. (3) The central cloud firstly checks the tokens
whether or not they exist in the cuckoo filter. If it passes, the CC
will verify the homomorphism of algebraic signatures. Otherwise, the
central cloud returns failed results. Details are present in the Algorithm
2. Third, if 𝑢𝑗 passes the verification of PoW, his identify 𝐼𝐷𝑢𝑗 will be
added to the owner list 𝑂𝐿𝑖𝑠𝑡𝐹𝑖 . And the CC returns results to the EN
and 𝑢𝑗 .

Data Download. If a user 𝑢𝑖 wants to download a file 𝐹𝑖, 𝑢𝑖 will
firstly send the identity 𝐼𝐷𝑢𝑖 and file tag 𝑇𝐹𝑖 to the edge nodes and
central cloud. The central cloud will firstly verify his identity 𝐼𝐷𝑢𝑖
whether or not in the owner list. If no, the download request will be
rejected. Otherwise, the CC will read the metadata of 𝐹𝑖 to return the
ciphertexts of all blocks and keys 𝐶1

𝑖 || 𝐶2
𝑖 || 𝐶3

𝑖 (0 ≤ 𝑖 < 𝑛) to the
EN. After receiving the ciphertexts, EN decrypts 𝐶1

𝑖 with 𝐾𝑒𝑖 via 𝐶𝑖 ←

Decry(𝐾𝑒𝑖 , 𝐶
1
𝑖 ) And the EN forwards 𝐶𝑖 || 𝐶2

𝑖 || 𝐶3
𝑖 (0 ≤ 𝑖 < 𝑛) to 𝑢𝑖. Next,

𝑢𝑖 decrypts the block key via 𝐿𝐹𝑖 ← 𝐶3
𝑖 ⊕ 𝑧 and 𝐾𝐵𝑖

← Decry(𝐿𝐹𝑖 , 𝐶
2
𝑖 ).

Thus, 𝑢𝑖 decrypts the ciphertext of block to get 𝐵𝑖 via 𝐵𝑖 ← Decry(𝐾𝐵𝑖
,

𝐶𝑖). At last, 𝑢𝑖 creates a new file 𝐹𝑖 and writes each block 𝐵𝑖(0 ≤ 𝑖 < 𝑛)
sequentially to recover the file 𝐹 .
𝑖
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Algorithm 1 The initialization of SE-PoW

Input: File 𝐹𝑖 & parameter 𝑚 of CF.
Output: 𝐶𝐹𝑃𝑜𝑊 [𝐹𝑖] & 𝑆𝑖𝑔𝑔(𝐵𝑖).
1: 𝑢𝑖 divides 𝐹𝑖 into blocks 𝐵𝑖(0 ≤ 𝑖 < 𝑛).
2: 𝑢𝑖 generates tokens 𝑡𝐵𝑖

← 𝐻2(𝐵𝑖).
3: 𝑢𝑖 generates algebraic signatures of blocks 𝑆𝑖𝑔𝑔(𝐵𝑖) ←

𝑆𝜆(𝐵𝑖||𝐼𝐷𝐹𝑖 ||𝑖).
4: 𝑢𝑖 generates 𝑉𝑖 ← 𝑆𝜆(𝐼𝐷𝐹𝑖 ||𝑖)
5: 𝑢𝑖 outsources 𝑡𝐵𝑖

||𝑆𝑖𝑔𝑔(𝐵𝑖)||𝑉𝑖 to the EN and CC.
6: CC initializes 𝐶𝐹𝑃𝑜𝑊 =InitCF(𝑚) and PRF.
7: for 𝑖 = 0 → 𝑛 − 1 do
8: 𝑒𝑖 ← PRF(𝑡𝐵𝑖

, 𝑖)
9: 𝐶𝐹𝑃𝑜𝑊 [𝐹𝑖] ← AddCF(𝑒𝑖)

10: end for
11: CC stores all 𝑆𝑖𝑔𝑔(𝐵𝑖)||𝑉𝑖 and 𝐶𝐹𝑃𝑜𝑊 [𝐹𝑖].

4.3. Proof of ownership in SE-PoW

We propose a dual-level PoW algorithm over encrypted deduplica-
tion with a cuckoo filter and algebraic signatures to resist duplicate-
faking attacks and replay attacks. The cuckoo filter [40] and alge-
braic signature have been used in storage systems [41]. SE-PoW is
a challenge-and-response protocol between two entities on a file 𝐹 :
𝛱 = (𝑃 , 𝑉 ). 𝑃 is the end-user and the edge node, and 𝑉 indicates the
central cloud. In addition, protocol 𝛱 consists of three phases: Initial-
ization(Data upload), challenge, and verification (Subsequent upload).
The details are present in Algorithm 1 and 2.

Initialization of SE-PoW. An initial uploader 𝑢𝑖 generates tokens
and algebraic signatures of each block in file 𝐹𝑖 for the ownership
verification. As shown in algorithm 1, 𝑢𝑖 firstly divides 𝐹𝑖 into blocks
𝑖(0 ≤ 𝑖 < 𝑛). 𝑢𝑖 generates tokens via 𝑡𝐵𝑖

← 𝐻2(𝐵𝑖) and algebraic
ignatures 𝑆𝑖𝑔𝑔(𝐵𝑖) ← 𝑆𝜆(𝐵𝑖‖𝐼𝐷𝐹𝑖‖𝑖) ←

∑𝑛
𝑗=1(𝐵𝑖,𝑗‖𝐼𝐷𝐹𝑖‖𝑖) ⋅ 𝜆

𝑗−1. 𝐼𝐷𝐹𝑖
is the identity of file 𝐹𝑖 and 𝑖 is the index of block 𝐵𝑖. 𝑢𝑖 also computes
𝑉𝑖 ← 𝑆𝜆(𝐼𝐷𝐹𝑖 ∥ 𝑖). Then SE-PoW resists replay attacks via unique labels
𝐼𝐷𝐹𝑖 ∥ 𝑖. 𝑢𝑖 sends tokens 𝑡𝐵𝑖

and algebraic signatures 𝑆𝑖𝑔𝑔(𝐵𝑖) to the
N. Next, the EN outsources tokens and signatures to the CC. Then the
entral cloud constructs a cuckoo filter 𝐶𝐹𝑃𝑜𝑊 [𝐹𝑖] ← InitCF(𝑚) with
he parameter of total items 𝑚. For each token 𝑡𝐵𝑖

(0 ⩽ 𝑖 < 𝑛), the CC
omputes 𝑒𝑖 ← PRF(𝑡𝐵𝑖

, 𝑖) with a pseudorandom function PRF. The CC
nserts all tokens into a cuckoo filter 𝐶𝐹𝑃𝑜𝑊 [𝐹𝑖] ← 𝐴𝑑𝑑𝐶𝐹 (𝑒𝑖). Finally,
he CC stores all the algebraic signatures 𝑆𝑖𝑔𝑔(𝐵𝑖) || 𝑉𝑖 and 𝐶𝐹𝑃𝑜𝑊 [𝐹𝑖].

If a subsequent uploader 𝑢𝑗 uploads a file 𝐹𝑖, 𝑢𝑗 will perform the
hallenge and verification of SE-PoW to resist duplicate-faking attacks
nd replay attacks in Algorithm 2.
Challenge of SE-PoW. An subsequent uploader 𝑢𝑗 generates the

ile tag and outsources it to the CC to perform inter-edge file-level
eduplication. Specifically, 𝑢𝑗 computes the file tag 𝑇𝐹𝑖 ← 𝐻1(𝐻1(𝐹𝑖))
nd outsources 𝑇𝐹𝑖 to the central cloud. The CC searches 𝑇𝐹𝑖 in the
lobal file index. If it does not exist, the CC will return the result to
𝑗 . Otherwise, CC randomly selects 𝑐 indices of blocks 𝐼[𝑘] (0 ⩽ 𝑘 < 𝑐)
s the challenge, and returns it to the edge node and 𝑢𝑗 .
Verification of SE-PoW. Then, CC will perform verification of SE-

oW among CC, EN, and 𝑢𝑗 via a dual-level PoW, including a cuckoo
ilter and algebraic signatures. Specifically, details are described in
lgorithm 2. (1) 𝑢𝑗 divides file 𝐹 ′

𝑖 into blocks and generates tokens
f the challenged position belong to 𝐼[𝑘] (0 ⩽ 𝑘 < 𝑐) via 𝑡𝐵′

𝑘
←

2(𝐵′
𝑘). Then 𝑢𝑗 sends 𝑡𝐵′

𝑘
to EN and CC for the first-level verification

f PoW. CC receives 𝑡𝐵′
𝑘

and computes 𝑒′𝑘 ← PRF(𝑡𝐵′
𝑘
, 𝑘). Then CC

xecutes 𝜂 = ContainCF(𝐶𝐹𝑃𝑜𝑊 [𝐹𝑖], 𝑒′𝑘) for all tokens. If any token
oes not exist in 𝐶𝐹𝑃𝑜𝑊 , 𝑢𝑗 does not pass the first-level verification
f SE-PoW. (2) If 𝑢𝑗 passes the first-level verification, CC will request
𝑗 to verify the homomorphism of algebraic signatures. 𝑢𝑗 reads the
hallenged blocks 𝐵′

𝑘(𝑘 ∈ 𝐼[𝑘]) and computes the sum of challenged
locks via 𝛾 ←

∑𝑐−1 𝐵′ . Then, 𝑢 sends 𝛾 to the EN. EN computes the
𝑘=0 𝑘 𝑗 a
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Algorithm 2 The challenge and verification of SE-PoW

Input: 𝐶𝐹𝑃𝑜𝑊 [𝐹𝑖] & 𝑆𝑖𝑔𝑔(𝐵𝑘).
utput: The result of SE-PoW verification.

1: CC generates the index of challenged blocks 𝐼[𝑘] (0 ⩽ 𝑘 < 𝑐) and
sends to 𝑢𝑗 .

2: EN requests 𝑢𝑗 to divide 𝐹 ′
𝑖 into 𝐵′

𝑖 ((0 ≤ 𝑖 < 𝑛)) and selects
challenged blocks 𝐵′

𝑖 according to 𝐼[𝑘]
3: while 𝑘 ∈ 𝐼[𝑘] do
4: 𝑢𝑗 executes 𝑡𝐵′

𝑘
← 𝐻2(𝐵

′

𝑘) and sends to EN.

5: CC executes 𝑒′𝑘 ← PRF(𝑡𝐵′
𝑖
, 𝑘).

6: CC executes 𝜂 = ContainCF(𝑒′𝑘) (First-level PoW)
7: if 𝜂 = 0 then
8: return ⊥
9: end if
0: end while
1: CC verifies the second-level PoW.
2: while 𝑘 ∈ 𝐼[𝑘] do
3: 𝑢𝑗 reads the blocks 𝐵′

𝑘.
4: 𝑢𝑗 executes 𝛾 ←

∑𝑐−1
𝑘=0 𝐵

′

𝑘.
5: end while
6: 𝑢𝑗 and EN compute 𝜎 ← 𝑆𝑖𝑔𝑔(𝛾) and send 𝜎 to CC.
7: while 𝑘 ∈ 𝐼[𝑘] do
8: CC reads the signature 𝑆𝑖𝑔𝑔(𝐵𝑘) and 𝑉𝑘 of 𝐹𝑖.
9: CC executes 𝜇 ←

∑𝑐−1
𝑘=0 𝑆𝑖𝑔𝑔(𝐵𝑘)⊕ 𝑉𝑘

0: end while
1: if 𝜎 = 𝜇 then
2: return 1
3: else
4: return 0
5: end if

algebraic signature 𝜎 ← 𝑆𝑖𝑔𝑔(𝛾) and sends 𝜎 to the CC. (3) CC reads the
block signature 𝑆𝑖𝑔𝑔(𝐵𝑘) of 𝐹𝑖 and executes 𝜇 ←

∑𝑐−1
𝑘=0 𝑆𝑖𝑔𝑔(𝐵𝑘)⊕ 𝑉𝑘

𝑘 ∈ 𝐼[𝑘]). Finally, CC verifies whether 𝜎 equals 𝜇 or not. If no, CC will
eturn that 𝑢𝑗 does not pass the verification. Otherwise, CC will add
𝐷𝑢𝑗 to the owner list 𝑂𝐿𝑖𝑠𝑡𝐹𝑖 . 𝑢𝑗 just updates the metadata of 𝐹𝑖 and

does not upload the content of 𝐹𝑖.

.4. Implementation detail of SE-PoW

We propose a prototype based on the design of SE-PoW. To achieve
he balance between security and efficiency, SE-PoW implements a
ual-level hybrid encrypted deduplication in edge computing. Thus,
E-PoW lessens the pressure on network bandwidth and improves data
ecurity and privacy. Specifically, SE-PoW adopts a global file index
n the central cloud and block indices in the edge nodes. The index is

key–value storage structure for tags and data storage locations, for
xample, hash tables. The key is the block’s tag, and the value is the
hysical address of the data block (such as block offset and length).
urthermore, the hash and encryption function in SE-PoW is the CTR
ode of SHA-256 and AES-256 [43], and the token calculation uses

he SHA-1 function. The secure network transmission between the edge
odes and the central cloud uses SSL/TLS [43]. A trusted edge node is
sed to compute server-aided keys, and RSA-OPRF [18] is implemented
or evaluation.

To realize the dual-level PoW, SE-PoW uses an efficient cuckoo
ilter [40] with better performance and lower false positive rate than a
loom filter. The cuckoo filter supports InitCF(), AddCF(), ContainCF()
nd DeleteCF(). In addition, the overall collision probability of an
lgebraic signature used in SE-PoW is very low [35].
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5. Security analysis

SE-PoW is designed to ensure data confidentiality and backward pri-
vacy and resist attacks for encrypted deduplication in edge computing.
We consider two types of adversaries: inside and outside adversaries.
We assume that the following technologies are secure, such as sym-
metric encryption [43] and OPRF protocols [18]. In worst cases, the
adversaries may compromise the CC and collude with users.

5.1. Data confidentiality

In this case, the adversary gets the ciphertexts of blocks by com-
promising the CC or EU. SE-PoW resists brute-force attacks in the
hybrid deduplication scheme and ensures data confidentiality and tag
consistency.

In general, the adversary obtains the ciphertext of target block
𝐶1
𝑖 ‖𝐶

2
𝑖 ‖𝐶

3
𝑖 (0 ≤ 𝑖 < 𝑛) from a specific file 𝐹𝑖. The adversary knows

hat the blocks {𝐵′
𝑖}(0 ≤ 𝑖 < 𝑛) are from a specific set |𝑆|. For

ach block 𝐵′
𝑖 , the adversary first gets the hash to get the key via

𝐵𝑖
. The adversary gets the ciphertext via 𝐶1′

𝑖 ← 𝐸𝑛𝑐𝑟𝑦(𝐾𝐵′
𝑖
, 𝐵′

𝑖 ) and
ompares it with 𝐶1

𝑖 . However, 𝐶1
𝑖 is protected by the master key 𝐾𝑒𝑖

f each EN. SE-PoW generates a random file key 𝐾𝐹𝑖 via an oblivious
seudorandom function. All block keys 𝐾𝐵𝑖

are protected securely by
andom key 𝐿𝑖 || 𝐾𝐹𝑖 . Thus the adversary cannot get the plaintext of
ile 𝐹𝑖. As a result, SE-PoW can resist brute-force attacks to ensure
ata confidentiality. In addition, the adversary compromises the data
ntegrity by colluding with users. It uploads the valid tags but replaces
he blocks with poisoned data. SE-PoW computes the hash value of 𝐶1

𝑖
ia 𝑇𝐵′

𝑖
← 𝐻1(𝐶1

𝑖 ) and compares whether or not 𝑇𝐵′
𝑖

equals 𝑇𝐵𝑖
. Thus,

E-PoW ensures tag consistency.
We discuss the security of SE-PoW under different situations. In

he best case, the adversary compromises the CC but cannot access
he EN. All data and metadata stored in the CC are encrypted with
andom keys. The adversary cannot obtain the plaintext of files even
f it performs brute-force attacks. In the worst case, the adversary may
et the master key of a specific EN and collude with malicious users. SE-
oW can still ensure security for unpredictable data that are not falling
nto a known set. The users access the EN through an intra-network,
hich naturally faces fewer security threats than inter-network. SE-
oW makes the worst-case rarely occur by further protecting the EN
nd file metadata with access control policies.

.2. Security of proof of ownership

For a file 𝐹𝑖, the adversary’s goal is to pass the verification of SE-
oW by leveraging replay attacks or the false positive in a cuckoo filter.
he adversary knows parts of the file, but he does not own the entire
ontent of the file.

We define that the event 𝑣𝑖 is the adversary could pass the verifica-
ion of SE-PoW when he gets a token. It happens in the following two
ases: (1) The adversary receives the correct proof. (2) When the cuckoo
ilter checks the element, a false positive occurs. We define the false
ositive of the CF as 𝑝𝑓 . According to the above analysis, the probability
f event 𝑣𝑖 can be described as:

(𝑣𝑖) = 𝑃 (𝑣𝑖 ∩ (𝑡𝑜𝑘𝑒𝑛𝑖 ∪ 𝑡𝑜𝑘𝑒𝑛𝑖))

= 𝑃 (𝑣𝑖|𝑡𝑜𝑘𝑒𝑛𝑖)𝑃 (𝑡𝑜𝑘𝑒𝑛𝑖) + 𝑃 (𝑣𝑖|𝑡𝑜𝑘𝑒𝑛𝑖)𝑃 (𝑡𝑜𝑘𝑒𝑛𝑖)

= 𝑃 (𝑡𝑜𝑘𝑒𝑛𝑖) + 𝑝𝑓𝑃 (𝑡𝑜𝑘𝑒𝑛𝑖)

(4)

The adversary performs replay attacks by leveraging the previous
proofs and the false positive of the cuckoo filter. After receiving the
proofs, the CC will verify the ownership. To resist these attacks, SE-
PoW adopts algebraic signatures as the second verification of PoW. It
satisfies the property that the sum of algebraic signatures of challenged
 r
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blocks equals the signature of the sum of challenged blocks. That is
whether or not 𝜎 = 𝜇.

𝜎 = 𝑆𝑖𝑔𝑔(𝛾)

= 𝑆𝜆(
𝑐−1
∑

𝑘=0
𝐵′
𝑘)

= 𝑆𝜆(𝐵′
0 + 𝐵′

1 +⋯ + 𝐵′
𝑐−1)

= 𝑆𝜆(𝐵′
0) + 𝑆𝜆(𝐵′

1) + 𝑆𝜆(𝐵′
𝑐−1)

=
𝑐−1
∑

𝑘=0
𝑆𝜆(𝐵′

𝑘)

(5)

After receiving the proofs from the EN and end user, the CC could
erify the ownership.

=
𝑐−1
∑

𝑘=0
𝑆𝑖𝑔𝑔(𝐵𝑘)⊕ 𝑉𝑖

=
𝑐−1
∑

𝑘=0
𝑆𝜆(𝐵𝑘‖𝐼𝐷𝐹𝑖‖𝑖)⊕𝑆𝜆(𝐼𝐷𝐹𝑖 ∥ 𝑖)

=
𝑐−1
∑

𝑘=0
𝑆𝜆(𝐵𝑘)⊕ 𝜆𝑙𝑆𝜆(𝐼𝐷𝐹𝑖 ∥ 𝑖)⊕𝑆𝜆(𝐼𝐷𝐹𝑖 ∥ 𝑖)

=
𝑐−1
∑

𝑘=0
𝑆𝜆(𝐵𝑘)

= 𝜎 (𝐵′
𝑘 = 𝐵𝑘)

(6)

Then, SE-PoW prevents the attacks of the false positive of CF via
dual-level PoW. Moreover, SE-PoW can resist replay attacks because

he adversary does not know 𝑉𝑖. Thus we denote:

𝑓𝑃 (𝑡𝑜𝑘𝑒𝑛𝑖) = 0, 𝑎𝑛𝑑 𝑃 (𝑣𝑖) = 𝑃 (𝑡𝑜𝑘𝑒𝑛𝑖) (7)

We define event 𝑔𝑖, the adversary gets tokens of the challenged
lock 𝐵𝑖, and the probability is 𝑝. The token is the output of the hash
unction of 𝐻2 with the length 𝑙. Based on the random oracle model, the
robability of guessing the correct token is 2−𝑙. Thus, the probability of
vent 𝑡𝑜𝑘𝑒𝑛𝑖 is:

(𝑡𝑜𝑘𝑒𝑛𝑖) = 𝑃 (𝑡𝑜𝑘𝑒𝑛𝑖 ∩ (𝑔𝑖 ∪ 𝑔𝑖))

= 𝑃 (𝑡𝑜𝑘𝑒𝑛𝑖|𝑔𝑖)𝑃 (𝑔𝑖) + 𝑃 (𝑡𝑜𝑘𝑒𝑛𝑖|𝑔𝑖)𝑃 (𝑔𝑖)

= 𝑝 + (1 − 𝑝) ⋅ 2−𝑙
(8)

The adversary needs to get at least 𝑐 tokens of challenged blocks.
Thus, the probability 𝑃 (𝑠𝑢𝑐𝑐) is defined as the adversary can pass the
verification of SE-PoW.

𝑃 (𝑠𝑢𝑐𝑐) = (𝑝 + (1 − 𝑝) ⋅ 2−𝑙)𝑐 (9)

We set up a security parameter 𝑘 to derive a lower bound for 𝑐,
that is 𝑃 (𝑠𝑢𝑐𝑐) ⩽ 2𝑘. To ensure the security of SE-PoW, the number of
challenged blocks is:

𝑐 ≥ 𝑘 ln 2
𝑝 + (1 − 𝑝) ⋅ 2−𝑙

(10)

The probability of running a successful SE-PoW should be negligible
nder the security parameter 𝑘 and the number of tokens 𝑐. SE-PoW can
esist duplicate-faking attacks, and it also prevents replay attacks and
he false positive of CF.

.3. Security discussion of SE-PoW

Table 2 shows the comparison results of encrypted deduplication
chemes. Halevi [22] and Xu [25] refer to the encrypted deduplica-
ion schemes that implement with MHT-PoW and the variants of CE.
ang [15] encrypts data with server-aided MLE and achieves MHT-PoW
ia ECC-based accumulators. In addition, Lorena [37] and Jiang [21]
ealize an encrypted deduplication via BF-PoW. The difference is that
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Table 2
Comparison of encrypted schemes with PoW.

Scheme Brute-force Duplicate- Replay Perf.a
attack faking attack attack

Halevi [22]/
×

√

× 𝐿Xu [25]

Yang [15]
√ √

× 𝐿
Lorena [37] ×

√

× 𝐻
Jiang [21] ×

√

× 𝐻
SE-PoW

√ √ √

𝐻

a ‘‘L’’ means Low and ‘‘H’’ refers to High.

they use CE and RCE, respectively. We discuss them regarding resis-
tance to brute-force attacks, duplicate-faking attacks and replay attacks,
and performance.

Since all the schemes allow users to encrypt data and realize dedu-
plication over ciphertexts, they can guarantee data confidentiality. On
the one hand, the method of Halevi et al. suffers from brute-force
attacks because of the utilization of CE. The scheme of Halevi et al. [22]
and Yang et al. [15] are both vulnerable to replay attacks and incur
large time overheads due to the Merkle Hash Tree. On the other hand,
Lorena et al. [37], and Jiang et al. [21] cannot prevent brute-force
attacks and replay attacks, but they achieve high performance. As
mentioned above, SE-PoW can resist brute-force attacks and ensure
data confidentiality and tag consistency. Furthermore, SE-PoW also
resists duplicate-faking attacks and replay attacks to ensure backward
privacy, only adding little overheads compared with the scheme of
Jiang [21].

6. Performance evaluation

6.1. Experimental setup

Platform: We conduct experiments to evaluate the performance of
SE-PoW. These machines are equipped with an Intel(R) Core(TM) i7-
4770@3.40 GHZ 8-core CPU, 96 GB memory and 2 TB hard disk.
They are installed with an Ubuntu 20.04 LTS 64-bit operation system.
These machines are connected with 100 Mbps and 1000 Mbps ethernet
network.
Methodology: To evaluate the performance of SE-PoW, we imple-
ment a research prototype to compare the related schemes, including
MHT-PoW [22,25] and BF-PoW [21,26,30,37]. MHT-PoW is a file-level
encrypted deduplication scheme based on the MHT and variants of
CE [22,25]. BF-PoW refers to Jiang et al. [21] scheme that is a block-
level encrypted deduplication scheme with BF-PoW and hybrid RCE
algorithms. Meanwhile, the encryption schemes consist of convergent
encryption(CE), server-aided Message-locked Encryption(MLE), and SE-
PoW. We mainly use quantitative metrics for encryption time, the
cumulative time of SE-PoW, initial and subsequent upload time, meta-
data, and storage overheads. The time of SE-PoW consists of phases:
initialization, challenge, and verification. We also observe the impacts
of varying block size, number of tokens, and file size.

Finally, the security parameters are set according to MHT-PoW [22]
and BF-PoW [21,37]. Where security parameters, the number 𝑘 is 66,
nd the token length is set to 16 bytes. According to formula (10) in

the security analysis, the number of challenge blocks is set {102, 204,
09, 1017}. Note that our evaluation results should be interpreted as an
pproximate assessment of other schemes.
atasets: There are two types of datasets used in SE-PoW for perfor-
ance evaluation, including synthetic datasets and real-world datasets.

1) Synthetic datasets: artificial files with random content of different
izes or different average block size, and each file is divided into fixed-
ize blocks. (2) Table 3 describes the real-world datasets, which contain
hree different types, namely LINUX-set, VMA-set and WEB-set. Linux-

et contains the tar package file of the 258 version of the Linux source
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Table 3
Description of three real-world datasets.

Name Size (GB) Num. Description

LNX-set 111.32 258 258 tar files
of linux source code

VMA-set 58.67 135 Virtual machine images,
including Fedroa & Ubuntu.

WEB-set 43.31 16 16 days of snapshot files,
retrieval depth is 3 by wget

code. VMA-set [44] is collected images of different operating systems of
virtual machines, including Fedora and Ubuntu. WEB-set is a snapshot
of 15-day web pages downloaded from 𝑛𝑒𝑤𝑠.𝑠𝑖𝑛𝑎.𝑐𝑜𝑚 using the tool
𝑤𝑔𝑒𝑡, and the maximum retrieval depth is 3.

6.2. A sensitivity study on encryption & PoW

This subsection evaluates the performance of encryption and proof-
of-ownership algorithms varying different block sizes and file sizes with
synthetic datasets. First, to assess time overheads of encryption, we
upload a 1024 MB unique file repeatedly with varying block sizes, i.e., 2
kB, 4 kB, and 8 kB. Second, to evaluate time overheads of related pow
schemes, we use files that are generated with random contents of size
2𝑖 kB for 𝑖 ∈ {5,… , 21}, which ranging from 16 kB to 2048 MB. Third,
to evaluate the performance of SE-PoW, we use a 2 GB file varying
different average block sizes, file sizes, and the number of tokens.

Fig. 5(a) shows that the location-aware hybrid encryption scheme
used in SE-PoW reduces more time overheads than server-aided MLE,
and it is similar to CE and RCE as discussed in Section 4.2. In addition,
the larger the average block size, the shorter time overhead. It is
because the OPRF protocol costs a lot and the time of key generation
decreases, as discussed in Section 2. As described in other papers [30],
encrypted deduplication schemes based on proxy re-encryption [21]
also incur high computation cost.

We also evaluate the overheads on the edge side of SE-PoW. SE-PoW
mainly adds the time overheads of data re-encryption, tag generation,
and duplication checking in the block-level index. For example, we use
a 2 GB unique file with random content, and the average block size is 8
kB. We evaluate the server-side overhead of SE-PoW. The re-encryption
time is 10.639 s. The time of tag generation and duplication checking
are 0.841 s and 8.576 s, respectively.

Fig. 5(b) shows the results that SE-PoW significantly reduces the
cumulative time compared with MHT-PoW and only increases little
overheads than BF-PoW as discussed in Section 4.3. Specifically, for an
individual file of 1 GB, SE-PoW reduces 70–86.7% time overheads rel-
ative to MHT-PoW. The erasure coding and construction of the Merkle
hash tree used in MHT-PoW incur large time overheads. Compared
with BF-PoW, SE-PoW only increases 13.2–14.9% the cumulative time
overheads because of the calculation of algebraic signatures.

Fig. 6(a), (b) and (c) evaluate the time overheads of the proof of
ownership protocol in SE-PoW, including initialization, challenge and
verification phases. Fig. 6(a) shows that the cumulative time increases
with the file size, and the initialization phase accounts for more than
60%. The time overhead of PoW is low. For example, SE-PoW costs
0.88 s for a file with 2 GB. Fig. 6(b) evaluates the performance of vary-
ing different average block sizes. The result shows that the cumulative
time of SE-PoW decreases with the increase of the average block size.
Fig. 6(c) shows that only the verification phase costs more time for a
larger number of tokens, as discussed in Section 4.3.

6.3. Evaluating SE-PoW on real-world datasets

In this subsection, we evaluate the overall performance of SE-PoW
compared with MHT-PoW and BF-PoW on three real-world datasets.
First, we assess the storage and metadata overheads. Second, the user
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Fig. 5. The encryption time on different average block size and the cumulative time of three PoW methods.
Fig. 6. He cumulative time overheadT of SE-PoW varying on file size, average block length and the number of tokens.
Fig. 7. Comparison of storage overhead and metadata overhead under datasets of MHT-PoW, BF-PoW and SE-PoW.
Fig. 8. The relative time of the initial and subsequent uploads of files under datasets of MHT-PoW, BF-PoW and SE-PoW.
performs file-level and block-level deduplication in the first upload,
uploads non-duplicated data blocks, and initializes the PoW protocol.

Fig. 7(a), compared with MHT-PoW, SE-PoW reduces storage over-
head by 31.7–73.3%. SE-PoW reduces storage overhead by 10.8–52.9%
relative to BF-PoW. In Fig. 7(b), the growth trend of metadata over-
head is exactly the opposite of storage overhead. SE-PoW increases
56.6–68.2% and 7.7–15.6% metadata overheads compared with MHT-
PoW and BF-PoW. MHT-PoW has less metadata. BF-PoW needs to
store tokens of blocks, while SE-PoW stores extra algebraic signatures
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of all blocks. Compared to MHT-PoW and BF-PoW, SE-PoW reduces
the overall data and metadata storage overhead by 31.7–73.3% and
10.8–52.9%, respectively. It is because that SE-PoW combines them
for inter-edge and intra-edge and utilizes a content-defined chunking
algorithm to balance efficiency and storage overheads.

As shown in Fig. 8(a), in the initial upload, SE-PoW reduces 21.9–
61.9% and 6.8–27.7% upload time compared with MHT-PoW and
BF-PoW under the real-world datasets. The encoding and construc-
tion of the Merkle Hash tree bring large computation overheads, as
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discussed in Section 2.2. Fig. 8(b) shows that SE-PoW reduces the
subsequent upload time by over 80% compared with MHT-PoW. And
SE-PoW increases about 14.4% subsequent upload time related to BF-
PoW. Compared with BF-PoW, SE-PoW adds the calculation overheads
of algebraic signatures (See Section 4.3).

7. Related work

Edge computing has been gaining much popularity in recent years.
Data deduplication at the network edge can exploit the geographic dis-
tribution and low latency to achieve high performance and optimized
storage cost. Li et al. [11] partition the resource-constrained edge nodes
into disjoint clusters. They perform decentralized deduplication within
these clusters to improve the deduplication ratio. They also present
HotDedup [13] to maximize edge service rate and storage efficiency
with deduplication at the network edge by exploiting data popularity
and similarity. Cheng et al. [12] proposed LOFS, a file storage strategy
via a three-layer hash mapping scheme to allocate files to the proper
edge servers for data deduplication. However, they do not solve the
problem of data confidentiality and proof-of-ownership.

Encrypted Deduplication. To protect data confidentiality of dedu-
plication, randomized convergent encryption(CE) and message-locked
encryption(MLE) and their variants have been proposed in [16,17]. To
resist brute-force attacks, DupLESS [18] and ClearBox [45] leverage
server-aided MLE via an oblivious pseudorandom protocol (e.g., RSA-
OPRF, BLS-OPRF). Liu et al. [46] present a secure deduplication scheme
without additional independent servers by using a PAKE protocol. The
convergent key management [38,47] are studied to ensure key relia-
bility and reduce space overheads. Moreover, encrypted deduplication
has gained much attention in fog and edge computing. Koo et al. [14]
combine server-side deduplication and client-side deduplication in fog
computing. Fo-SSD [48] leverages BLS-OPRF to support encrypted
deduplication and enables fog nodes to remove replicate data. Yang
et al. [15] use a hash proof system-based OPRF to resist brute-force
attacks and provide dynamic cross-domain deduplication in blockchain-
enabled edge computing. However, they do not address the problem of
PoW or suffer from potential attacks and time overheads.

Proof-of-Ownership. To solve the problem that attackers can ac-
cess files with a small hash value, Halevi et al. [22] present MHT-PoW,
using erasure coding to build a Merkle Hash Tree(MHT) for ownership
verification. Ng et al. [49] proposed a private PoW scheme over en-
crypted data. Xu et al. [25] firstly encrypt data and generate a hash
digest to construct a Merkle Hash Tree, which enhances data security
of client-side deduplication under a bounded leakage setting. Yang
et al. [15] adopt ECC-based accumulators for MHT-PoW and achieve
better performance. However, these schemes require high computation
and I/O overheads, which are not suitable for edge computing. Pietro
et al. [50] propose s-PoW to reduce computation and I/O overheads,
which outputs a proof with each bit that is selected at a random position
of the file. BF-PoW [21,26,30,37] generates a token for each block and
inserts tokens into a bloom filter for ownership checking under the
bounded leakage setting. In addition, access control and user revocation
have been studied. REED [39] encrypts data with a deterministic
version of the all-or-nothing transform. It achieves deduplication with
dynamic access control. Nevertheless, they suffer from privacy leakage
of false positives in a bloom filter and replay attacks.

8. Conclusion

Nowadays, edge computing employs data deduplication to reduce
storage and computation overheads. However, the state-of-the-art
schemes face some security and performance problems, including data
confidentiality and security of proof-of-ownership. We design SE-PoW,
which employs a location-aware hybrid encrypted deduplication
method and a dual-level security-enhanced proof-of-ownership algo-

rithm.
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To resist brute-force attacks, SE-PoW exploits server-aided RCE for
inter-edge file-level encrypted deduplication. For non-duplicate files,
SE-PoW utilizes edge-aided MLE for intra-edge block-level encrypted
deduplication. To resist duplicate-faking attacks, we further exploit a
cuckoo filter as the first-level PoW to verify the ownership. Then we
prove the homomorphism of algebraic signatures to enhance the secu-
rity of SE-PoW and resist replay attacks. Finally, the security analysis
demonstrates that SE-PoW achieves higher security. And the perfor-
mance evaluation makes it clear that SE-PoW is efficient compared with
the state-of-the-art schemes. The problems of data reliability, updating,
and dynamic user management are our future work.
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A B S T R A C T

In future data centers, applications will make heavy use of far memory (including disaggregated memory pools
and NVM). The access latency of far memory is more widely distributed than that of local memory accesses.
This makes the efficiency of traditional out-of-order load/store mechanism in most general-purpose processors
decrease in this scenario. Therefore, this work proposes an in-core asynchronous memory access unit to fully
utilize the far memory resources.
1. Introduction

In recent years, to improve the utilization of resources in cloud
data centers, more and more resources are organized into resources
pools. Memory resources trends to be the next resources organized as
a pool. However, nowadays remote memory pools usually use software
interfaces (such as key-value, RDMA, files, etc.) rather than direct
load/store [1]. Recently, new interconnect technologies and protocols
(such as OpenCAPI [2], Gen-Z [3] and CXL [4]) enable the construction
of load/store interface based disaggregated memory pool that contains
multiple nodes. Prototypes of such systems have already been con-
structed by researchers [5]. It is foreseeable that complex disaggregated
memory pools using direct load/store interface will emerge soon.

On the other hand, Non-volatile Main Memory (NVMM) start to
emerge, offering higher memory density and lower standby power
consumption. However, it faces similar challenges as remote memory
systems. Compared to traditional DRAM, NVMM has higher latency and
a wide range of latency variation (6x-30x higher write latency and
5x-10x higher read latency) [6]. Currently, there is no efficient and
standard interface for accessing NVMM. Commercial products, such as
Intel’s Optane DC [7], still use a modified synchronous DRAM interface.

Both remote memory and non-volatile main memory are some-
times called ‘‘far memory’’ as their access latency is larger than local
DRAM [8]. There are two main differences in accessing far memory
compared to accessing traditional DRAM-based local memory.

Widely distributed latency The memory allocated from a disaggre-
gated memory pool can locate on some faraway remote nodes.
Furthermore, the memory device can be DRAM, NVM, or other
emerging memory devices. As a result, memory access latency
becomes uncertain. Latency may distribute over a wide range.

∗ Corresponding author at: Institute of Computing Technology, Chinese Academy of Sciences, Beijing, 100190, China.
E-mail addresses: wangluming@ict.ac.cn (L. Wang), zhangxu19s@ict.ac.cn (X. Zhang), lutianyue@ict.ac.cn (T. Lu), cmy@ict.ac.cn (M. Chen).

Potential large aggregated bandwidth As memory resources may
come from multiple different machines, the maximum aggre-
gated access bandwidth may increase significantly compared to
local memory which is limited by physical channels, making it
a challenge to make use of the abundant bandwidth.

Access latency in traditional memory systems is also uncertain due
to the multi-level cache hierarchy. However, the distribution of latency
is relatively narrow. The latency of a single access memory request is
around 1 ns (when L1 hits) to 100 ns (when accesses local DRAM).
Modern processors can tolerate this difference in latency by out-of-
order execution and non-blocking cache. Fig. 1 shows the limitations
of current Out-of-Order processors in far memory scenarios. The range
of latency they can tolerate is limited by the number of entries in
the instruction queue, ROB, MSHRs, etc. Once one of these resources
is exhausted, the OoO processor cannot issue more memory access
requests any longer. The resource insufficiency even occurs in the local
memory scenario. For example, due to the limited number of MSHRs,
a single core of Intel Skylake processor can only reach a memory
bandwidth of about 15 GB/S, which is even lower than that of a single
DDR4-2400 DIMM. It is difficult for modern processors to tolerate the
access latency fluctuations (300 ns-10 μs) of far memory.

Although improving the out-of-order execution capability of tra-
ditional general-purpose processor cores [9–12] (e.g., increasing the
number of entries of MSHRs and ROB, using multi-level MSHRs and
ROB, etc.) can also improve the performance of load/store in this
scenario. But such an improvement, even if it is feasible, requires sig-
nificant hardware resources. The key issue is that traditional load/store
instructions are synchronous, every outstanding memory access needs
to hold at least one hardware resource until the operation is completed.
The more parallelism the more hardware resources will be needed.

One approach to address this problem is asynchronous memory
access. A similar predicament had already existed in network program-
ming, where applications call blocking socket interfaces made program
https://doi.org/10.1016/j.tbench.2022.100061
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Fig. 1. Ways to improve memory bandwidth utilization.

performance suffer from network latency. To solve this problem, asyn-
chronous non-blocking interfaces such as select() and epoll() had been
built. Just as network programming has evolved from the early syn-
chronous blocking model to today’s asynchronous non-blocking model,
we suggest that an asynchronous non-blocking model for memory
access is also needed. Therefore, there should be some mechanisms for
invoking asynchronous memory access efficiently in a general purpose
processor.

Another approach is supporting memory access with variable gran-
ularity. As shown in Fig. 1, to improve performance, applications can
initiate memory requests with a large granularity to hide the latency
and fully utilize the bandwidth. Furthermore, applications can adjust
the granularity based on data semantics to access memory flexibly and
efficiently.

Concerning the above approaches, we propose an in-core Asyn-
chronous Memory access Unit (AMU) to support asynchronous access
in a general purpose processor. AMU enables applications to asyn-
chronously initiate many variable granularity memory access requests
by simple instructions, such as asynchronous load/store. AMU also
enables applications to start various complex memory access requests
with additional configuration registers. Processors can still use tra-
ditional synchronous load/store instructions for compatibility while
the data from both sources can be consumed by computation instruc-
tions transparently. We argue that this is a more practical and effi-
cient way than designing an un-core or off-chip asynchronous memory
accelerator.

The following chapters outline the main features of the asyn-
chronous memory access unit.

2. Asynchronous memory access unit

Traditionally, mostly used load/store instructions are implemented
as synchronous mode. Each pending memory operation will hold cer-
tain hardware resources such as GPR, ROB and MSHR entry. The
32
hardware resources will not be released until the memory operations
have finished.

We propose a new class of asynchronous memory access instruc-
tions that will not hold hardware resources during the operation. An
asynchronous instruction that invokes a memory access request will be
committed immediately once it is accepted by functional unit and sent
out. Thus, applications can continue to execute other operations rather
than waiting for the memory access operation to finish. Then, appli-
cations can poll whether there is a completed request later. Moreover,
even if an outstanding request did not finish for a long time, there is no
pipeline stall due to the shortage of ROB or other hardware resources.

Asynchronous memory access instructions are decoded and issued
as normal instructions. The functional unit to process asynchronous
instructions is called Asynchronous Memory access Unit (AMU). AMU is
inspired by the Vector Processing Unit (VPU) of many modern proces-
sors. The VPU is a separate functional unit in the CPU. Applications use
the VPU through a standalone instruction set (i.e., vector instruction
set), which contains a set of extra registers (i.e., vector registers)
to hold the wide data to be processed. Besides, vector instructions
are scheduled together with scalar instructions. Vector registers and
scalar registers can exchange data efficiently. Just as VPU, AMU can
coexist with synchronous load/store Unit and can be ignored when
compatibility comes first.

AMU is responsible for processing asynchronous instructions. How-
ever, it cannot depend on internal hardware registers or queues to
keep the status of outstanding memory operations, which will become
another potential bottleneck for parallelism. In fact, the status of pend-
ing requests are stored in SPM. Each processor core is equipped with
a ScratchPad Memory (SPM), which acts as vector registers in VPU
but has a larger capacity and flexible data structure. Data is moved
asynchronously and automatically between SPM and main memory by
AMU. To initiate asynchronous memory access requests, applications
can prepare data in SPM and then execute asynchronous memory
access instructions. After receiving the request, AMU will move the data
between memory and SPM in background.

From the view of an application, the SPM is a stand-alone mem-
ory space. Applications can use synchronous load/store instructions
to access the data in the SPM and process them with other regular
instructions. In addition, applications can copy data from main memory
to the SPM and vice versa. The SPM is fully compatible with the
processor’s original data access and processing mechanisms.

By asynchronous access, AMU can support as many requests as
the capacity of SPM can support in theory. However, AMU does not
assure the consistency among all outgoing memory operations. The
overhead of hardware consistency checking is one of the reasons that
limit the capacity of traditional load/store queue and MSHRs. In the
AMU design, we leave the consistency issue to software. We argue
that software and hardware cooperation is the right way to exploit the
memory parallelism over large latency.

2.1. Instructions

There are three core instructions of AMU. These instructions enable
the most basic asynchronous memory access.

Asynchronous load/store instructions In AMU, aload/astore instruc-
tion invokes a data movement request between SPM and mem-
ory. An SPM address and a memory address are passed to AMU
by registers. AMU will move data between the provided SPM
address and off-core memory address. Then a request id, which
is used for tracking the request, is stored in the destination
register.

Instruction for getting an id of finished request We propose getfin
instruction for getting an id of any completed request. If there is
no finished request, the instruction returns a failure code. This
instruction does not block execution regardless of whether there
is a completed request or not.
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2.2. Registers

Due to the limited field space of instructions, some complex memory
access settings cannot be encoded in a single instruction. To solve this
problem, we designed several configuration registers, which contain
advanced parameters.

Memory Access Configuration Registers These registers contain ad-
vanced memory access configurations, including address for-
mat, granularity, priority, etc. Settings in the configuration will
be combined with each access instruction to form a rich se-
mantic memory request. Application can keep several different
configuration registers for different data regions.

Default Configuration Register Due to the limited encoding space of
some instructions, it is even not possible to specify all configu-
ration registers. For such case, the system automatically chooses
the configuration register specified in this register.

Access Pattern Registers The access pattern registers are used to ini-
tiate complex asynchronous memory access. They contain the
access pattern(such as stride, neighbor, stream, etc.) of a class
of complex memory access requests.

.3. Programming model

Listing 1 shows a basic example of asynchronous memory accessing.
he code initiates an asynchronous memory access request with the
load instruction. The code then keeps retrying the getfin instruction
o get the id of a completed request and can do other work while the
equest is still pending. After the request completes, the code then reads
he data from the SPM with the load instruction.

isting 1: Asynchronous Memory Access Basic Example

int memory_need_to_be_accessed ;
int ∗spm_space = ( int ∗) A_SPM_ADDR ;
// Invoke an asynchronous memory a c c e s s
// r e q u e s t s . The r e q u e s t ’ s i d i s i g no r ed .
aload ( spm_space ,

&memory_need_to_be_accessed ) ;
while ( ( rd = g e t f i n ( ) ) != 0) {
// Do some th ing e l s e

}
// Acce s s data from SPM v ia load / s t o r e
p r i n t f ( "%d\n " , ∗spm_space ) ;

AMU instructions can support a variety of programming paradigms.

• Vector Model Vector instructions and vector processors are ma-
ture techniques for exploiting data-level parallelism. As a tech-
nique to improve data-level parallelism, AMU instructions have
many similarities to vector instructions. Thus, it is possible to
combine AMU instructions with vector instructions efficiently.

• Event-Driven Model The event-driven model is a common para-
digm in single-thread non-blocking network programming. Fur-
thermore, the aload/astore instructions are like non-blocking
socket read()/write(). getfin instructions are like the select() in
network programming. Thus, the event-driven model can be
naturally applied to asynchronous memory accesses especially for
out of order scenarios.

• Coroutine Model For asynchronous access requests with com-
plex access patterns, coroutines or lightweight software threads
are more suitable programming paradigms. Coroutines can eas-
ily work with high performance concurrent data structures and

enable more interactions between software and AMU.
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Fig. 2. Architecture design.

3. Architecture design

Fig. 2 shows the architecture design of AMU. There are three key
design choices:

CPU Pipeline Integration To support efficient asynchronous memory
access instructions, many state control registers are integrated
into CPU core pipeline. Some of these registers indicate the
AMU’s status, which allows programs to rapidly get the status
of outstanding instructions. In addition, speculative execution of
asynchronous memory access instructions brings new challenges
since some states are stored in SPM. This requires the pipeline
of the processor core to be designed carefully.

Re-configurable Cache/SPM Space We propose to dynamically con-
figure part of the CPU Cache as SPM. So there are no proprietary
SPM resources and interface needed. This design also allows
more flexibility for the software to decide how to use the SPM.
Applications can adjust the size of Cache and SPM themselves
based on the workload. For example, Random-Access bench-
mark needs only about 12 KB to support up to 512 in-flight 8B
memory requests.

ntegration with L2 Controller We propose to integrate the AMU
logic with the L2 cache controller. Since the size of L2 is large
enough compared to register file and reserve part of L2 will
not affect much performance as L1. The logic implements the
management and execution of asynchronous access requests and
the engine to move data between SPM and memory controller.

Because the main metadata of memory requests maintained by AMU
are stored in the SPM, the extra storage overhead is only about a few
KB and does not vary when the required MLP increases.

AMU can work with a standard memory controller for local memory
or far memory access. However to better support various asynchronous
memory instructions with rich semantics and various far memory re-
sources, there should also be newly designed memory controllers that
can do the transformation between local bus requests and network
packets, such as packing, unpacking, filtering, compressing, routing,
etc.

We do not specify the server-side of memory resources. For asyn-
chronous memory access supported by AMU, there are no latency or
granularity limitations for memory servers. Different kinds of memory
resources can be accessed through a unified interface. That is the
separation of memory organization and memory access.

4. Early evaluation

To demonstrate the concepts of AMU, an early simulator prototype
has been built. We modified GEM5 to implement a cycle-accurate

model of AMU and evaluated it by running Random-Access benchmark



L. Wang, X. Zhang, T. Lu et al. BenchCouncil Transactions on Benchmarks, Standards and Evaluations 2 (2022) 100061
Fig. 3. Performance of random access benchmark.

from HPCC (shown in Fig. 3). The far memory latency is set to several
different values (from 0.1 μs to 5 μs) respectively. 64 KB of the 256
KB Cache Capacity are reserved for SPM. AMU performs similarly
across different configurations, while the performance of baseline drops
rapidly when access latency increases. The results show that AMU can
better tolerate a large range of access latency.

5. Discussion

5.1. Efficient ID management

When initiating an asynchronous access request, an id needs to be
assigned to the request and be released after finishing. Since the id is
needed every time an asynchronous access is initiated, the overhead
of id management must be as low as possible. For this goal, we chose
to design an efficient hardware id management mechanism instead of
leaving id management to software. Also, this mechanism should be
integrated with out-of-order and speculation mechanisms smoothly.

5.2. Consistency

As mentioned in Section 2, this work relies on software to handle
the consistency. For many data-parallel programs (such Key-Value
databases and graph processing [13], etc.), they easily apply corou-
tine model mentioned above. As each interleaved coroutines processes
independent data, thus naturally avoiding data consistency problems.

For other programs that need strong consistency, it is possible to
use a combination of hardware and software solution to handle the
consistency problem of asynchronous access to far memory. For exam-
ple, consistency checking can be implemented in local memory or local
cache. Applications can check the consistency of requests locally before
invoking asynchronous accesses to far memory. In addition, some
explicit and efficient locking mechanisms might also be provided by
hardware to ensure consistency. Furthermore, software can deal with
locking asynchronously to avoid blocking. Although these approaches
introduce extra complexity, we argue that the overhead is acceptable
comparing with the benefit.

5.3. Comparison with prefetching

There are three major differences between asynchronous memory
access and prefetching. First, prefetching mechanisms do not provide
any method to query whether prefetch requests have been completed.
Thus, applications cannot know if the data has been transferred to local
cache. This may impact the efficiency of the application as the access
latency is distributed in a wide range. Second, modern processors’
prefetching mechanisms are also limited by the number of MSHR
entries, while the proposed AMU fully bypass the MSHRs. Third, the
memory space for prefetching results is not reserved so prefetched data
might be lost before access.
34
6. Future work

In this paper, only the basic instructions and structures of AMU are
presented. Further design and evaluation are undertaking. The AMU
design can be easily extended support more memory access protocols.
For example, we can add configuration registers and instructions for
issuing processing-in-memory related requests. The AMU will enable
more programming flexibility if the underlying memory system sup-
port more richer semantics, such as message interface based memory
systems [14].
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A B S T R A C T

Server consolidation is one of the techniques used to increase energy efficiency in datacentres. Nevertheless,
the server consolidation has an inherent trade-off between performance degradation and energy consumption
which has to be quantified to be managed. In this paper, the 𝐶𝑖𝑆2 index is proposed to quantify the mentioned
trade-off. We validated de use of the 𝐶𝑖𝑆2 index through real experimentation. Also, these observations lead
us to propose the second contribution, which focuses on the consolidation overhead. We proposed a general
method to quantify this overhead and be able to manage its effect on performance degradation. To sum up,
this paper improved the management of energy efficiency in datacentres’ servers through the 𝐶𝑖𝑆2 index and
the server consolidation determination method.
1. Introduction

In the last years, organizations started to be concerned about the
impact of information technology (IT) on energy consumption. For this
reason, the Green IT initiatives appeared to make companies more
environment-friendly [1,2].

The datacentres consume a huge amount of power and emit green-
house gases in the form of CO2. In a current datacentre, 30% of
servers either are even not used or their utilization is very low, around
5%–10% [3,4]. Also, servers are the most power-demand device of a
datacentre [5].

During last years, Green IT was used as an umbrella covering
overlapping concepts like server consolidation and power manage-
ment, among many others. Then, the aspiration of Green IT is achiev-
ing higher energy efficiency in the use of the IT devices and to in-
crease the utilization of already installed devices in datacentres us-
ing the virtualization technology, specifically the server consolidation
technique [1].

The server consolidation technique is based on the reallocation of
virtual servers (could be virtual machines) among different physical
servers using machine migration (see Fig. 1). As a consequence, the
utilization of physical servers increases and the number of switched-on
physical servers can be reduced.

Therefore, server consolidation increases the utilization of physical
servers. However, due to the possibility of switch-off some physical
servers, the power consumption is reduced. Nevertheless, as [6] states,
the energy consumption depends on the overhead inherent to virtu-
alization. The virtualization overhead is the extra workload that the
physical server has to perform due to being virtualized, that is, tasks
of managing virtual machines and coordinating the access to physical

∗ Corresponding author.
E-mail address: belen.bermejo@uib.es (B. Bermejo).

resources. As a consequence, the larger the number of consolidated vir-
tual machines is, the higher the overhead is because of the coordination
of simultaneously demanding resources access [5].

In certain cases, the energy-saving is not compensated with the
performance degradation, which will be very high. It could also be
the opposite case, that is, high performance of the datacentre may not
be able to compensate servers to reduce it [5]. The current challenge
in server consolidation is how to determine if a consolidated server
is efficient or not in terms of energy consumption and performance
degradation.

Therefore, the research question we attempted to solve in this
work is: could the performance-energy trade-off of physical servers
when consolidating virtual machines be quantified?

2. State of the art

In this work, we are interested in the server consolidation point of
view tracking the management of these issues proposing several metrics
to quantify the performance and the efficiency of a datacentre and
servers.

The main developed work [7] explores the diverse metrics that
are currently available to measure numerous datacentre infrastructure
components behaviour. Also, they proposed a taxonomy of metrics
based on datacentre dimensions. In addition, authors argue for the
design of new metrics considering factors such as locations and resource
co-locations, to assist in the strategic datacentre design and operations
processes. One of the challenges authors announced is that it is hard
to know the energy consumption due to datacentre sub-components, as
operating systems and virtual machines. Due to that, in this work, we
https://doi.org/10.1016/j.tbench.2022.100060
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Fig. 1. Virtual machine consolidation, from [9].

proposed a metric for performance-energy trade-off, which took into
account the number of allocated virtual servers.

On the one hand, the performance metrics attempt to quantify
the suitability of the amount of work accomplished by a server or
a datacentre. The values can be directly monitored from the system
or inferred [8]. In the same manner, the energy and power metrics
quantify the consumption of power or energy of a datacentre and/or a
physical server. To take into account both previous aspects simultane-
ously, it is necessary to measure the relationship between performance
and energy. These metrics relate to the performance of servers or
datacentres with the power or energy consumption.

Power management metrics and techniques at different levels in
datacentres are shown in [7]. System’s administrators may measure
information from software and hardware optimization. In this work,
we are focused on metrics regarding software-oriented optimizations,
specifically virtual machine consolidation, and, hardware-oriented op-
timizations, focused on the power and energy reduction in physical
servers.

As we can observe from the previous works, all the used metrics are
focused on the performance degradation and energy consumption, but,
they are not considering the fact of having virtual servers consolidated.
Then, with the current metrics it is not possible to know the efficiency
of a consolidated server, or which number of virtual servers is more
efficient in a specific scenario.

As a result, to the best of our knowledge, this is the first attempt
to define metrics to quantify the performance and energy trade-off in
server consolidation.

3. The 𝑪𝒊𝑺𝟐 index

In this section, we presented a new metric: Consolidated index
for CPU- Server Saturation (𝐶𝑖𝑆2) which attempts to quantify the
performance and energy trade-off taking into account the number of
consolidated virtual machines (or containers) per server [10].

The 𝐶𝑖𝑆2 index is defined as the product of the speed-up of the
performance and the ratio of the consumed energy (see Eq. (1)). The
speed-up of the performance is calculated as the ratio between the
mean response time of the consolidation scenario and the physical
server execution (𝑆𝑃𝑝 = 𝑅𝑐∕𝑅𝑝). In the same manner, the ratio of the
consumed energy is the division between the energy consumed in the
consolidated scenario and the physical one (𝑆𝑃𝑒 = 𝐸𝑐∕𝐸𝑝) [10].

Therefore, it is a simple quadratic efficiency and also the name of
𝐶𝑖𝑆2. Also, in Fig. 2 the desirable index in function of the possible
number of consolidated virtual machines (or containers) is represented.
In the vertical axis, the combined performance and energy efficiency
values are represented. In the horizontal axis the number of machines
to be consolidated, either they are available in the datacentre or
they are only considered for future capacity planning and forecasting
bottlenecks.

𝐶𝑖𝑆2 = 𝑆𝑃𝑝 ⋅ 𝑆𝑃𝑒 (1)
36
Fig. 2. 𝐶𝑖𝑆2 index values and reference diagonal.

3.1. Graphical representation and interpretation

The representation of the 𝐶𝑖𝑆2 index values, concerning the incre-
mental number of consolidated machines, would be a square where
the reference diagonal separated the scenario configurations of high
performance and low energy from those that degrade and/or consume
excessive energy about the following rules of thumb:

• 𝑁 virtual machines consolidated in one physical machine should
be 𝑁 times slower than 𝑁 physical machines (linear performance
degradation).

• 𝑁 virtual machines in one physical machine should consume as
energy as 𝑁 physical machines (energy conservation).

One the hand, the more consolidated virtual servers hosted in physi-
cal servers, the more performance degradation and consequently, the
energy consumption would increase due to the increment of the mean
response time. On the other hand, the more physical machines used,
the more power is consumed, and consequently, the energy is also
increased. Thus, we argue that it is possible to measure the balance
between both situations. Due to that, the 𝐶𝑖𝑆2 index compares different
configurations in the performance-energy trade-off between different
server consolidation scenarios.

From the energy efficiency point of view, the balanced efficiency
metric shown through 𝐶𝑖𝑆2 should be the one in which the average
energy of a number of consolidated physical machines in a number of
a virtual servers is exactly the same of using corresponding physical
machines, i.e. the energy ratio is equal to one (𝑆𝑃𝑒 = 1). However, from
the performance speed-up point of view, the balanced efficiency shown
through 𝐶𝑖𝑆2 should be the one in which performance degradation is
linear, that is, the slowdown is the same of the number of consolidated
virtual servers per physical machine, i.e. 𝑁 is the number of machines
(𝑆𝑃𝑝 = 𝑁).

3.2. Desirable values

Being 𝐶𝑖𝑆2 values the result of the product of performance and
energy speed-up, 𝐶𝑖𝑆2 index acts as a qualifier of the consolidation
of several virtual machines in comparison with this balanced (and
pessimistic) reference diagonal described by the application of the rules
of thumb.

Therefore, we also defined the 𝐶𝑖𝑆2 reference diagonal as the
imaginary border separating the’’ inefficient’’ CiS2 values (above the
line) from the ’’efficient’’ 𝐶𝑖𝑆2 values (below the lines) as we de-
picted in Fig. 3. This reference diagonal represents the linearity of the
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Fig. 3. Desirable values o 𝐶𝑖𝑆2 index.

Table 1
Physical servers of the experimentation.

Server Number of CPUs RAM size (GB)

Fujitsu RX600S5–1 48 1024
Dell PowerEdge T330 16 16
Dell PowerEdge T430 16 8
Dell PowerEdge R310 4 4
Dell PowerEdge T3400 2 8

consolidation in terms of performance and energy so that increasing
consolidation would mean lowering proportionally the performance
and also it means exchanging power by energy [11].

Having two different areas to distinguish among different consolida-
tions one server or to compare different servers’ consolidation spending
on the area position of values, another interesting feature of the 𝐶𝑖𝑆2

index for system administrators. Any consolidation configuration is
more efficient or more inefficient, depending on the Euclidean distance
of the index to the reference diagonal, above or below the reference
diagonal, respectively as it is shown in Fig. 3a.

For example, the point 2 represented in 3b, which is on the green
area, is more efficient than the point 1 because it is far from the
diagonal. On the contrary, the point 3 represented in 3b, which is on
the red area, is more efficient than the point 4 because it is closer to
the diagonal than the point 4.

3.3. 𝐶𝑖𝑆2 index evaluation

In the real experimentation, several factors should be considered,
such as the hypervisor type, the benchmark or workload kind and the
server hardware features. To simplify these factors, we represented the
system using a black-box model. The workload is submitted in the
system (consolidated servers) and we monitor the system behaviour
(mean response time and power consumption) until the workload is
completed [12,13].

The experimental set-up is composed of a set of different physical
servers, which the number of CPUs and the RAM size are described in
Table 1. Besides, the power consumption was measured by the Chroma
66200 power meter, the used hypervisors to deploy the consolidation
are KVM, Virtual Box and Docker. In addition, it is important to
note that the physical CPU executes the workload under the satu-
ration condition, that is, the % of utilization is around 100%. The
selected workloads are the Sysbench-CPU and the Stress-ng, which are
intensive-based CPU workloads [14].

3.4. 𝐶𝑖𝑆2 evaluation’s results

In Fig. 4 the 𝐶𝑖𝑆2 values for each physical server in the function of
the number of consolidated virtual machines can be shown. The first
that can observe is that the 𝐶𝑖𝑆2 values have the same shape, that is, it
tarts increment and then it goes down when the physical machine has
certain number of allocated virtual machines. Therefore, there is an

nflexion point that determines the number of minimum consolidated
37
Fig. 4. 𝐶𝑖𝑆2 index values.

Fig. 5. 𝐶𝑖𝑆2 index values for different workload.

virtual machines the server needs to have a good 𝐶𝑖𝑆2 value. The
inflexion point depends on the physical server, and, as a consequence,
it depends on the physical resources the server has.

Besides, the graphical representation of the 𝐶𝑖𝑆2 index allows us
to distinguish between the efficient and non-efficient consolidation
configurations. For example, taking the T430 server from Fig. 4, it can
be observed that 𝑁 = 6 is more efficient than 𝑁 = 3 because it is under
he diagonal. In addition, for the HPI server, 𝑁 = 4 is more efficient
han 𝑁 = 3 because it is far away from the diagonal.

Moreover, in Fig. 5 the 𝐶𝑖𝑆2 index for the Sysbench workload in
omparison with the Stress-ng workload for the T430 server is shown.
t can be observed that for different nature of CPU workload, the
ehaviour of the 𝐶𝑖𝑆2 index is the same. It starts growing, and it goes
own after the inflexion point. Also, the inflexion point is the same for
oth workloads.

In previous sections, we stated that the 𝐶𝑖𝑆2 index can be used for
erver’s benchmarking and comparison. In Fig. 6 the physical servers
y their consolidation efficiency considering the 𝐶𝑖𝑆2 value is shown.
t can be observed that the RX server is the most efficient because its
𝑖𝑆2 value at the inflexion point is the lowest one.
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Fig. 6. Server selection depending on the values of parameters obtained from
benchmarking (sorted by server efficiency).

Fig. 7. Server consolidation overhead sources.

4. Consolidation overhead quantification method

As we observed in previous results, the value of the 𝐶𝑖𝑆2 index
depends on the hardware features, the number of allocated virtual
machines and the workload nature, together with the performance
degradation inherent to the server consolidation. Therefore, the second
contribution of this work regards the server consolidation overhead [9].

The server consolidation overhead is defined as the extra workload
that the system has to perform to manage the consolidation. This
extra workload comes from the fact of having a hypervisor and the
current access to physical resources from several consolidated virtual
machines (or containers). Therefore, there are two sources of overhead
(see Fig. 7) [15]:

• 𝑂𝑉𝑣: overhead of virtualization.
• 𝑂𝑉𝑐 : overhead of consolidation.

Regarding the server consolidation overhead, the aim is to provide
a general method for quantifying 𝑂𝑉𝑣 and 𝑂𝑉𝑐 . Let us define 𝑅𝐶 and
he mean response of the consolidated server, 𝑅𝑉 as the mean response
ime of the physical server with a single consolidated virtual machine,
nd 𝑅𝑃𝑀 as the mean response time of the physical server. The 𝑂𝑉𝑣

can be defined as the difference between 𝑅𝑉 and 𝑅𝑃𝑀 (see Eq. (2)).
In the same manner, 𝑂𝑉𝑐 can be defined as the difference between 𝑅𝐶

and 𝑅𝑉 (see Eq. (3)).

𝑂𝑉𝑣 = 𝑅𝑉 − 𝑅𝑃𝑀 (2)

𝑂𝑉𝑐 = 𝑅𝐶 − 𝑅𝑉 (3)

The main advantage of the proposed method is that it can be
applied to any consolidation scenario considering any physical server,
hypervisor and workload type.

The evaluation of the proposed method was performed using the
previous experimental set-up, monitoring the mean response time of the
required scenarios. We represented for each consolidation configura-

tion the value of 𝑂𝑉𝑣, 𝑂𝑉𝑐 and the useful work in percentage. The useful

38
Fig. 8. Consolidation overhead representation for T430 server and KVM hypervisor.

Fig. 9. Consolidation overhead representation for T430 server and Virtual-Box
hypervisor.

work represents the portion of the time that the system is executing just
the workload, in this case, the CPU operations.

In Figs. 8 and 9 the values of 𝑂𝑉𝑣 (blue), 𝑂𝑉𝑐 (orange) and %work
grey) for the T430 are represented, in function of the number of
onsolidated virtual machines. It can be observed, that for the KVM
ypervisor the values of 𝑂𝑉𝑣 and 𝑂𝑉𝑐 are smaller than the values for

the Virtual-Box hypervisor. Also, it can be seen that these values depend
on the number of consolidated machines and the hypervisor. However,
in any case, the consolidation is not for free, being more than 50% for
Virtual-Box hypervisor configurations.

5. Conclusion and future work

This paper aims to measure the performance-energy tradeoff in
server consolidation. Since there are no metrics to capture how server
consolidation is managed considering the relationship between perfor-
mance and energy, the 𝐶𝑖𝑆2 index is proposed to achieve this aim. As
the results show, this index can be applied to any type of server, under
any virtualization platform and any level of use of its resources, in this
case, the CPU. In addition, it enables the datacentre administrator to
make better consolidation decisions thanks to the proposed graphical
representation.

Also, the proposed index reflects a set of behaviours inherent to con-
solidated servers. The second contribution of this paper consists of the
classification and quantification of the factors that affect the behaviour
of server consolidation, in this case, two types of overhead (𝑂𝑉𝑣 and
𝑂𝑉𝑐). By the application of a simple method, these overheads can be
quantified through the proposed method, which is also independent of
the type of server, the executed workload, the virtualization and the
percentage of CPU utilization.

Therefore, through this work, a step has been made towards a
more efficient management of virtualized servers, and the datacentres.
Now, the performance and energy balance of servers can be mea-
sured through the 𝐶𝑖𝑆2 index and graphically analysed with a general
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method. Besides, system’s administrators dispose of a method to go in-
depth the overhead caused by the consolidation of servers and thus
be able to make better decisions regarding the improvement of these
systems.

As future work, the 𝐶𝑖𝑆2 index can be extended to multiple devices.
Also, it can be extended for scales workload and considering different
workload distributions. Moreover, system properties could be described
by the 𝐶𝑖𝑆2 index. Regarding the overhead quantification method, it
could be extended considering the power and energy consumption.
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Aims and Scopes
BenchCouncil Transactions on Benchmarks, Standards, and Evaluations (TBench) publishes position articles that open new
research areas, research articles that address new problems, methodologies, tools, survey articles that build up
comprehensive knowledge, and comments articles that argue the published articles. The submissions should deal with the
benchmarks, standards, and evaluation research areas. Particular areas of interest include, but are not limited to:
 1. Generalized benchmark science and engineering (see

https://www.sciencedirect.com/science/article/pii/S2772485921000120), including but not limited to
 measurement standards
 standardized data sets with defined properties
 representative workloads
 representative data sets
 best practices

 2. Benchmark and standard specifications, implementations, and validations of:
 Big Data
 AI
 HPC
 Machine learning
 Big scientific data
 Datacenter
 Cloud
 Warehouse-scale computing
 Mobile robotics
 Edge and fog computing
 IoT
 Chain block
 Data management and storage
 Financial domains
 Education domains
 Medical domains
 Other application domains

 3. Data sets
 Detailed descriptions of research or industry datasets, including the methods used to collect the data and technical

analyses supporting the quality of the measurements.
 Analyses or meta-analyses of existing data and original articles on systems, technologies, and techniques that

advance data sharing and reuse to support reproducible research.
 Evaluating the rigor and quality of the experiments used to generate the data and the completeness of the data

description.
 Tools generating large-scale data while preserving their original characteristics.

 4. Workload characterization, quantitative measurement, design, and evaluation studies of:
 Computer and communication networks, protocols, and algorithms
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 Computer architectures, hardware accelerators, multi-core processors, memory systems, and storage networks
 High-Performance Computing
 Operating systems, file systems, and databases
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 Virtualization, data centers, distributed and cloud computing, fog, and edge computing
 Mobile and personal computing systems
 Energy-efficient computing systems
 Real-time and fault-tolerant systems
 Security and privacy of computing and networked systems
 Software systems and services, and enterprise applications
 Social networks, multimedia systems, Web services
 Cyber-physical systems, including the smart grid

 5. Methodologies, metrics, abstractions, algorithms, and tools for:
 Analytical modeling techniques and model validation
 Workload characterization and benchmarking
 Performance, scalability, power, and reliability analysis
 Sustainability analysis and power management
 System measurement, performance monitoring, and forecasting
 Anomaly detection, problem diagnosis, and troubleshooting
 Capacity planning, resource allocation, run time management, and scheduling
 Experimental design, statistical analysis, simulation

 6. Measurement and evaluation
 Evaluation methodology and metric
 Testbed methodologies and systems
 Instrumentation, sampling, tracing, and profiling of Large-scale real-world applications and systems
 Collection and analysis of measurement data that yield new insights
 Measurement-based modeling (e.g., workloads, scaling behavior, assessment of performance bottlenecks)
 Methods and tools to monitor and visualize measurement and evaluation data
 Systems and algorithms that build on measurement-based findings
 Advances in data collection, analysis, and storage (e.g., anonymization, querying, sharing)
 Reappraisal of previous empirical measurements and measurement-based conclusions
 Descriptions of challenges and future directions the measurement and evaluation community should pursue
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Introduction
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and interdisciplinary challenges; connect architecture, system, data management, algorithm, and application communities to
better co-design for the inherent workload characterizations.
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It is a multidisciplinary and interdisciplinary conference. The past meetings attracted researchers and practitioners from the
architecture, system, algorithm, and application communities. It includes both invited sessions and contributed sessions.

Regularly, the Bench conference will present the BenchCouncil Achievement Award ($3000), the BenchCouncil Rising Star
Award ($1000), the BenchCouncil Best Paper Award ($1000), and the BenchCouncil Distinguished Doctoral Dissertation
Awards in Computer Architecture ($1000) and in other areas ($1000). This year, the BenchCouncil Distinguished Doctoral
Dissertation Award includes two tracks: computer architecture and other areas. Among the submissions of each track, four
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and contribute research articles to BenchCouncil Transactions on Benchmarks, Standards and Evaluation. Finally, for each
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Call For Papers
The Bench conference encompasses a wide range of areas and topics in benchmarking, measurement, evaluation methods
and tools. We solicit papers describing original and previously unpublished work. The areas and topics of interest include,
but are not limited to the following.
 1. Areas:

 Architecture
 Data Management
 Algorithm
 Datasets
 System
 Network
 Reliability and Security
 Application

 2. Topics:
 Benchmark and standard specifications, implementations, and validations
 Dataset Generation and Analysis
 Workload characterization, quantitative measurement, design and evaluation studies
 Methodologies, abstractions, metrics, algorithms and tools
 Measurement and evaluation
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