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A B S T R A C T

Emerging and future applications rely heavily upon systems consisting of Internet of Things (IoT), edges,
data centers, and humans-in-the-loop. Significantly different from warehouse-scale computers that serve
independent concurrent user requests, this new class of computer systems directly interacts with the physical
world, considering humans an essential part and performing safety-critical and mission-critical operations; their
computations have intertwined dependencies between not only adjacent execution loops but also actions or
decisions triggered by IoTs, edge, datacenters, or humans-in-the-loop; the systems must first satisfy the accuracy
metric in predicting, interpreting, or taking action before meeting the performance goal under different cases.

This article argues we need a paradigm shift to reconstruct the IoTs, edges, data centers, and humans-in-
the-loop as a computer rather than a distributed system. We coin a new term, high fusion computers (HFCs),
to describe this class of systems. The fusion in the term has two implications: fusing IoTs, edges, data centers,
and humans-in-the-loop as a computer, fusing the physical and digital worlds through HFC systems. HFC is
a pivotal case of the open-source computer systems initiative. We laid out the challenges, plan, and call for
uniting our community’s wisdom and actions to address the HFC challenges. Everything, including the source
code, will be publicly available from the project homepage: https://www.computercouncil.org/HFC/.
1. Introduction

The past decades have witnessed solid achievements and ambitious
lans on planetary-scale infrastructures. Typical examples include but
re not only limited to Grid computing [2], planet-scale data cen-
ers hosting internet services or called warehouse-scale computers [3],
irtual supercomputers in the cloud [4], interplanetary Internet [5],
etworked systems of embedded computers [6], planet-scale computing
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1 According to [1] a safety-critical system is ‘‘a system whose failure may result in injury, loss of life or serious environmental damage, e.g., a control system
or a chemical manufacturing plant’’. https://ifs.host.cs.st-andrews.ac.uk/Books/SE9/Web/Dependability/CritSys.html

2 According to [1] a mission-critical system is ‘‘a system whose failure may fail some goal-directed activity, e.g., a navigational system for a spacecraft’’; a
usiness-critical system is ‘‘a system whose failure may result in very high costs for the business using that system, e.g., customer accounting system in a bank’’.
ttps://ifs.host.cs.st-andrews.ac.uk/Books/SE9/Web/Dependability/CritSys.html

networks [7,8] or planetary computer [9]. However, emerging and
future applications raise daunting challenges beyond the reach of the
state-of-the-practice systems.

Emerging and future applications rely heavily on systems consist-
ing of IoTs, edges, data centers, and humans-in-the-loop [10]. These
networked systems of embedded computers [6] or IoTs, collaborating
with data centers, edges, and humans-in-the-loop, can radically change
https://doi.org/10.1016/j.tbench.2022.100075
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the way people interact with the physical world and perform safety-
critical,1 or mission-critical,2 tasks. This new class of systems appears
in many forms and continues to expand: ‘‘implemented as a kind
of digital nervous system to enable instrumentation of all sorts of
spaces, ranging from in situ environmental monitoring to surveillance
of battlespace conditions’’ [6], e.g., climate change monitoring and
defense systems; embodied as integrated instrumentation, operation,
maintenance, and regulation facilities of critical physical infrastructure,
e.g., industrial digital twin, energy infrastructure management and civil
aviation regulation; ‘‘employed in personal monitoring strategies (both
defense-related and civilian), synthesizing information from sensors on
and within a person with information from laboratory tests and other
sources’’ [6], e.g., medical emergency applications; augmented as an
extension of the real-world life for entertainment, education, and social
activities, e.g., Metaverse; instrumented as a kind of digital sensing and
autonomic control systems to perform safety-critical or mission-critical
tasks, e.g., automotive driving and interplanetary explorations.

Significantly different from warehouse-scale computers that non-
stop serve independent concurrent user requests [3], the new class of
computer systems has three unique requirements. First, they directly
interact with the physical world — considering humans an essential
part: human-in-the-loop, performing safety-critical and mission-critical
operations, and a significant fraction of actions may have an irre-
versible effect. The role of humans and their interactions with the
other system components cannot be ignored in the final impact on the
physical world. Second, unlike Internet services that process indepen-
dent concurrent requests across data centers, their computations have
intertwined dependencies between not only adjacent execution loops
(which we call internal dependencies) but also actions or decisions
triggered by IoTs, edge, data centers, or humans-in-the-loop (which we
call external dependencies), and traverse different paths through and
around IoTs, edges, and data centers. Third, under this highly entangled
state, the systems must first satisfy the quality metric before meet-
ing the performance goal under different conditions, like worst-case,
average-case, and best-case. The quality metric measures the accuracy
of an application, task, or algorithm in predicting, interpreting, or
taking action.

Even considering a simple IoT application — 95% queries reporting
the status and 5% user queries accessing the database, serving 10-
billion devices needs about one thousand to one hundred thousand
nodes under the threshold of 50 ms response time. Further, considering
the three unique system requirements mentioned above and the sea
change in computing, data access, and networking patterns, this new
class of computer systems demand resources that are several orders of
magnitude beyond the reach of the state-of-the-practice systems, which
raises daunting challenges.

This article argues that we need a paradigm shift to rebuild the
IoTs, edges, data centers, and humans-in-the-loop as a computer rather
than a distributed system. We coin a new term, high fusion computers
(HFCs), to describe this new class of computer systems. According to
the Oxford English Dictionary, fusion means ‘‘the process or result of
joining two or more things together to form a single entity’’. Fusion
in HFCs has two-fold meanings: fusing IoTs, edges, data centers, and
humans-in-the-loop as a computer, fusing the physical world and digital
world. Fig. 1 shows a concept viewpoint of HFCs. Our intuition in
rebuilding the HFC systems is simple: We explicitly value the role of
humans-in-the-loop in different contexts and consider them as essential
components of the system; we aggressively embrace co-design from
vertical and horizontal dimensions, and will co-explore the design space
from the algorithms, runtime systems, resource management, storage,
memory, networking, and chip systems from a vertical dimension;
Meanwhile, we will consider the close collaboration among IoTs, Edges,
data centers, and humans-in-the-loop from a horizontal dimension, and
ponder how to facilitate the interactions of humans-in-the-loop with

other hardware and software systems.

2

To dismantle the complexity of building the systems and improve
the efficiency, we use the funclet abstraction, architecture, and method-
ology, inspired by the philosophy of building large systems out of
smaller functions [11,12]. The funclet abstract represents ‘‘the common
proprieties of basic building blocks: each funclet is a well-defined, in-
dependently deployable, testable, evolvable, and reusable functionality
with modest complexity; funclets interoperate with each other through
well-defined interconnections’’ [12]. Four kinds of funclets form the
four-layer funclet architecture: chiplet, HWlet, envlet, and servlet —
at the chip, hardware, environment management, and service layers,
respectively [12].

We take HFC as a pivotal example of the open-source computer
system plan. We abstract reusable functions (funclets) across system
stacks among IoTs, edges, and data centers. Based on funclets, we
rebuild the IoTs, edges, data centers, and humans-in-the-loop as a com-
puter in a structural manner, with full-fledged functions of autonomic
resource discovery, management, programming, workload scheduling,
and coordinated collaboration between software, hardware and human
components. Our plans are three-fold. First, we value the importance of
benchmarks and funclet-based standards in evaluating and building the
systems. Second, we emphasize the methodology and tool to facilitate
the workload-driven exploration of the system and architecture design
space. Third, we will provide the first open-source implementation of
the funclet architecture of HFC systems.

We organize the rest of this paper as follows. Section 2 explains the
motivation. Section 3 illustrates the HFC challenges. Section 4 explores
the HFC software and hardware design space. Section 5 describes our
plan. Section 6 summarizes the related work. Section 7 concludes.

2. Motivation

In this section, we first analyze seven typical emerging and future
applications’ unique requirements, then explain why we need to build
an HFC system.

2.1. The requirements of emerging and future applications

This subsection analyzes seven emerging and future applications.
Table 1 characterizes those applications. I detail two applications
specifically as follows.

2.1.1. Medical emergency management
According to the data from the World Bank, there are more than

723 million people over the age of 65 in the world in 2020, accounting
for 9.321% of the world’s total population [14]. What is worse, despite
the slowdown in world population growth, the proportion of people
over the age of 65 is growing rapidly, which will account for 16% of
the total population by 2050 [15,16]. Due to the decline of physical
function and pathological changes, the elderly will experience many
unplanned emergencies in terms of companionship, nursing, medical
treatment, etc., bringing massive pressure to the emergency medical
care of the entire lifecycle in the future [17]. In addition, the surge
of patients will rapidly overwhelm the overcrowded medical facilities
when a disaster occurs [18].

Many computing technologies (e.g., IoT, AI, cloud computing) are
introduced to support the health system to overcome current and future
dilemmas of the elderly emergency medical care [19–22]. However, as
shown in Fig. 2, Many elderly emergency medical care issues of the
entire lifecycle remain unsolved, posing enormous challenges to the
computer systems sustaining emergency medical care applications.

• Task types: emergent and mainly safe-critical. The elderly
are more likely to experience medical emergencies (e.g., stroke,
myocardial infarction, falls, etc.) than younger adults, and these
events often cause more significant harm to the elderly. When an
emergency medical event occurs, it is required that the medical

system can handle the safe-critical task in real-time and that
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Fig. 1. A Concept Viewpoint of High Fusion Computers (HFCs).
Table 1
Summarization of emerging or future applications.

Application Critical or
typical tasks

Task type Effect Metrics IoT Devices Dependencies∗ Data Management Access Patterns

Medical
emergency
management

Emergency
detection

Safety-critical Reversible Worst-case Camera, blood pressure
monitor, spirometer,
gyroscopes, CT scanner,
mass spectrometer, etc.

Observe, fuse,
recommend, train
(Internal & external
dependencies)

Image, video,
relational data, XML

Real-time write;
Non-periodic
random readRescue planning Mission-critical Reversible Average-case

Rapid diagnosis Safety-critical Reversible Worst-case

Autonomous
driving

Trajectory
planning

Safety-critical

Irreversible Worst-case

Camera, LiDAR, Radar,
ultrasonic, GNSS, GPS,
etc.

Observe, fuse, act,
coordinate (Internal
& external
dependencies)

Image, video, LAS
binary, ASCII [13],
text, XML, float
matrix, csv

Real-time write;
Periodic burst
read

Surrounding
object detection

Safety-critical

Autonomic
control

Mission-critical

Smart defense
systems

Battlespace
surveillance

Safety-critical Irreversible Worst-case Seismic, acoustic,
magnetic, and imaging
sensors or terminal
control units, etc.

Observe, orient,
decide, act (Internal
& external
dependencies)

SEG-Y files, MP3,
WAV, image

Real-time write;
Real-time read

Digital Twin

Smart
manufacturing

Mission-critical Reversible Average-case Cameras, sensors,
analog-to-digital
converter,
digital-to-analog
converter, etc.

Observe, model,
decide, control
(Internal & external
dependencies)

Image, binary,
relational data

Periodic write;
Periodic read

Oil well drilling Safety-critical Irreversible Worst-case

Civil aviation
safety regulation

Airport security Safety-critical

Irreversible Worst-case

Cameras, Radars, VHF,
Flight-Data Acquisition
Unit (FDAU), etc.

Observe, fuse,
decide, and alert
(Internal & external
dependencies)

Image, binary,
relational data

Real-time write;
Random read

Air navigation Mission-critical

Anomaly
detection

Safety-critical

Metaverse

Scenario
generating

Mission-critical Reversible Average-case
Head-mounted display
(HMD), Handheld
devices (HHDs), etc.

Observe, recognize,
fuse, act (Internal &
external
dependencies)

Dynamic
multimedia,
relational data

Real-time write;
Real-time readAvatar

maintaining
Mission-critical Reversible Average-case

Decentralized
finance

Mission-critical Irreversible Worst-case

Interplanetary
explorations

Knowledge
discovery

Mission-critical Reversible Best-case

Satellite, Space probe,
Robots, etc.

Observe, recognize,
infer, control
(Internal & external
dependencies)

Image, Hierarchical
data format(HDF),
Network Common
Data Form (NetCDF)

Real-time write;
Batch transfer;
Random read

Collision
avoidance

Safety-critical Irreversible Worst-case

Space navigation Mission-critical Irreversible Worst-case
∗Internal dependency indicates the dependencies between adjacent execution loops.
∗External dependency indicates the dependency between actions or decisions triggered by IoTs, edge, data centers, or humans-in-the-loop.
the medical system can reasonably allocate medical resources for
rapid rescue. It is worth noticing that medical experts play a deci-
sive role in the system. Medical emergency management systems
consider medical professionals a reliable external component in
the control loop, which we call reliable-human-in-the-loop. In
this scenario, the system may make recommendations, but the
medical expert takes the responsibility, and the decision made by
the system is Reversible.
3

• Metrics: In the worst-case and average-case, the quality of com-
putation results is vital. Though the medical experts will take the
final responsibility, the systems are valuable only by providing
high-quality and interpretable computation results. To provide
real-time and safe-critical services, the worst-case performance is
important besides the average performance, including the latency
and throughput. Since the workloads are often spiky, the systems
must gracefully handle overloading.
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Due to the specificity of medical care, security and privacy are
always the first issues that medical systems have to consider. The
future healthcare systems involve a more significant number and
variety of devices, a larger population, and more applications, and
its complexity brings more significant challenges to security and
privacy.

• Various IoT devices generate a massive volume of heteroge-
neous data. Unlike traditional emergency medical care, modern
elderly emergency medical care has been extended to their daily
lives: before, during, and after the hospital. The emergency med-
ical systems not only rely on a large number of different sensors
(such as cameras, gyroscopes, blood pressure monitors, etc.) and
also need to access various professional medical equipment (such
as CT scanner, mass spectrometer, spirometer, etc.). These devices
generate a large amount of heterogeneous data. The emergency
medical care system needs to integrate and process large amounts
of heterogeneous data in real-time to provide emergency medical
services to the elderly throughout their life cycle.

• Computation patterns, computation dependencies, and inter-
action patterns:
The computation patterns follow the observe, fuse, recommend,
and train patterns. The IoT devices observe the data of the pa-
tients at different levels. The system may fuse various obser-
vations at the edge or data center. The data centers or edges
will train and update an AI model through the widely collected
and labeled data. The IoT or edge makes a recommendation like
alert and further-taken actions. The medical experts make a final
decision.
The computation dependencies are mainly internal dependencies
— the dependency between adjacent execution loops of observ-
ing, fusing, recommending, and training. For example, a patient’s
previous diagnosis and treatment recommendations would impact
their subsequent recommendations. Besides, external dependen-
cies exist between the decisions triggered by different IoTs, edges,
data centers, or humans. Typical examples include new emer-
gency cases reported by the IoTs, the newly trained models, and
interventions brought out by the experts.
Over the other applications, the interaction patterns are simpler.
Each IoT works within different conditions, and each computation
may trigger different algorithms but only involve local data. Rec-
ommendations may be made at edges locally, involving collected
data with different spatial–temporal scopes. When training the
model, the data are widely collected from IoTs or edges and
annotated at the data center for further training. Or in another
manner, the labeled data at IoT or edges are distributed training
using federation learning techniques [23,24]. Then lightweight
models are deployed at IoT and edges.

• Data management and access pattern: Patients generate a large
number of real-time data from various sensors and professional
medical devices. The formats of patient data are diverse — image,
video, relational data, XML, etc [25]. Patient data is written
into the emergency medical care system in real-time. When an
emergency medical event is detected, the emergency medical care
system immediately initiates rapid diagnosis and develops rescue
planning. Patient data helps medical experts understand how a
critical health event unfolds, uncover the geographic characteris-
tics of events, and locate the nearest medical resources. Patient
data is accessed only when the patient experiences a medical
emergency. Therefore, medical emergencies result in non-periodic
random access patterns.

.1.2. Autonomous driving
Autonomous driving is a promising technology that changes the way

eople travel. According to the standard of SAE International [26], au-
onomous driving is classified into six levels—‘‘no driving automation
4

Fig. 2. The healthcare lifecycle of the elderly.

(Level 0), driver assistance (Level 1), partial driving automation (Level
2), conditional driving automation (Level 3), high driving automation
(Level 4), and full driving automation (Level 5)’’ [26]. With its contin-
uous development, self-driving cars will hit the roads and enter into a
highly-automated era in the future [27].

• Task types: highly-automated and mainly safety-critical. The
future autonomous driving would be highly-automated, even
fully-automated, and consider no human in the control loop. The
corresponding system needs to perceive and collect multi-source
and multi-dimensional data in real-time and respond within sev-
eral milliseconds. Considering the properties of high autonomy,
hard real-time, and potentially destructive effects, the decision
and action made by the system are irreversible. It will be a system
failure in hard real-time when missing a deadline. In auto-driving,
missing a deadline will be catastrophic.

• Metrics: In the worst-case and average-case, the quality of com-
putation results is vital as no person takes responsibility. The
systems must provide high-quality and interpretable computa-
tion results. The worst-case performance of autonomous driving
is highly significant. For the safety of cars, pedestrians, and
surroundings, an autonomous driving system is demanded to
manage and coordinate massive self-driving cars synchronously,
assure the performance of almost all vehicles and guarantee
the worst-case performance — make the tail latency as low as
possible.
Security and privacy are critical challenges in autonomous driv-
ing. Besides the traditional security issue, security also means
the car can perceive the environment, make decisions, and take
actions correctly.

• Various IoT devices generate a massive volume of hetero-
geneous data. Autonomous driving depends on a large number
of sensors; even a single car may deploy multiple kinds of sen-
sors [28,29] including cameras, ultrasonic radar, millimeter-wave
radar, lidar, IMU (Inertial Measurement Unit), etc., to obtain the
environment information comprehensively. The input data are
multi-source and heterogeneous; thus, the system should be able

to fuse multi-sensor data for quick processing.
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• Computation patterns, computation dependencies, and inter-
action patterns:
The computation patterns follow the observe, fuse, act, coor-
dinate, and train patterns. The IoT devices observe and detect
the data of the weather, surroundings, road lanes, traffic signs,
pedestrians, other vehicles, etc. The system fuses various obser-
vations, makes a decision, and acts locally at the edge (within
each car), including the control of the steering wheel, brake,
speed, acceleration, and engine [30]. Meanwhile, vehicles, roads,
and surroundings will synchronize their data with each other
through data centers and finally coordinate their behaviors. In the
background, different models are trained and updated regularly.
The computations have severe internal and external dependen-
cies. Internally, a self-driving car’s current status and actions
would impact its subsequent computations and actions through
the observe, fuse, act, and coordinate loop. Externally, a self-
driving car’s status and action would affect the behaviors of the
other vehicles.

• Data management and access pattern: The autonomous driving
system relies on a large number of sensors to provide comprehen-
sive environmental information, such as traffic signs, pedestrians,
and weather. The environment information is continuously writ-
ten for trajectory planning, surrounding object detection, and
autonomous control. The dataset includes LAS binary, float ma-
trix, CSV file, etc [31–33]. Moreover, in the morning and evening
rush hour, cars often need real-time path planning to avoid traf-
fic congestion. The autonomous driving system needs to handle
periodic burst accesses.

.2. Why we need to build an HFC system?

.2.1. The three unique requirements of HFC systems
Significantly different from the warehouse-scale computers that

on-stop serve user requests [3], HFC systems have three unique re-
uirements. First, they directly interact with the physical world —
onsidering humans as an essential part: human-in-the-loop [10], and
erform safety-critical and mission-critical operations. Each action may
ave an irreversible effect. Some systems treat humans as ‘‘an external
nd unpredictable element in the control loop’’ [10], which we call
nreliable-human-in-the-loop. For example, many security systems rely
n a ‘‘human in the loop’’ to perform security-critical functions [34],
ut humans are incompetent and often fail in their security roles [34];
n contrast, the other systems consider humans, who make the final
ecision, a reliable component in the control loop, which we call
eliable-human-in-the-loop. For example, medical expert plays a deci-
ive role in medical emergency management systems. Meanwhile, more
cenarios ‘‘bolster a closer tie with the human through human-in-the-
oop controls that consider human skills, intents, psychological states,
motions, and actions inferred through sensory data’’ [10], which we
all collaborative-human-in-the-loop. Collaborative-human-in-the-loop
ndicates that humans are complements of the other components of the
ystem. Still, an uncoordinated collaboration between a human being
nd other system components may result in disaster.

Second, unlike Internet services that process independent concur-
ent requests on planet-scale data center infrastructures, HFC com-
utations have intertwined dependencies between not only adjacent
xecution loops but also actions or decisions triggered by IoTs, edge,
ata centers, or humans. Third, under this extremely entangled state,
he systems must first satisfy the accuracy metric in predicting, inter-
reting, or taking action before meeting the performance goal under
ifferent conditions, like worst-case, average-case, and best-case.

We take autonomous driving as an example. The systems directly
nteract with the world. Each action has an irreversible effect. The cur-
ent status and action of a self-driving car would impact its subsequent
omputations and actions; a self-driving car’s status and action would
ffect the behaviors of the other vehicles. Autonomous driving must
irst ensure the accuracy of the decision (quality) and then guarantee

he worst-case performance (tail latency). n

5

2.2.2. HFCs demand resources that are several orders of magnitude beyond
the reach of the state-of-the-practice systems

Even only taking the worst-case performance metrics – tail latency –
as examples, we illustrate that the state-of-the-practice systems are far
from satisfying the processing requirements. Even for a much simpler
application with simpler computation patterns (our motivating exam-
ple) compared to those in Table 1 – a simplified smart home application
with 95% queries reporting the status and sending heartbeat pack-
ets, and 5% queries processing user requests and accessing the Redis
database, serving vast concurrent connections is still tricky. Zhang
et al. [35] simulate this application using a million-level client load
generator (MCC) and evaluate the service capacity of kernel TCP and
mTCP v2.1 on an X86 server equipped with Intel Xeon E5645 processor,
Centos 7.2, Kernel 3.10.0, and 64 GB memory. Taking 50 ms as the
99th percentile latency threshold, the kernel TCP supports one hun-
dred thousand concurrent connections, while for the user-level mTCP
network stack, the number is nine hundred and sixty thousand [35].
Accordingly, to achieve ten billion concurrent connections under the
threshold of 50 ms, more than ten thousand nodes, even one hundred
thousand nodes, would be needed.

Considering the three unique requirements discussed in Section 2.2.1
and the other factors, HFCs demand resources that are several orders of
magnitude beyond the reach of the state-of-the-practice systems. The
other factors considered in this rough estimation include scheduling,
complex computation and interaction patterns, complex data access
patterns, heterogeneous systems and networks, longer communication
links, and differentiated processing abilities of IoTs, edges and data
centers, which will aggravate the situation exponentially.

We further present several factors in detail. For example, as shown
in Fig. 3, a lot of emerging and future applications usually require
nearly perfect quality (i.e., predicting and interpreting accuracy in
Autonomous driving) and the worst-case tail latency within several
milliseconds, which are overlooked in the above motivating example.

From the perspective of task scheduling, different scheduling strate-
gies may significantly impact performance. The previous experiments
reveal that different placement and scheduling policies of data and
workloads across IoTs, edges, and data centers may substantially affect
the overall performance: even with the same infrastructure, the gap
may achieve dozens or even hundreds of times considering the total
response time [36]. The scheduling strategies are affected by multi-
ple factors, including task complexity, device processing capability,
available resources, network condition, pending tasks, etc. However,
the state-of-the-practice solutions provide separate management of IoT,
edge, and data center, lacking a global perspective, and further hardly
to discover the optimal scheduling strategy. Consequently, unified man-
agement and efficient collaboration across IoTs, edges, and data centers
are required to assure high performance and resource utilization.

Instead of simple status reports in our motivating example, HFC
computations are much more complex and intricate, such as object
recognition interference, OODA (observe, orient, decide, and act) [37]
or even complex Avatar behavior in terms of machine learning or big
data processing; An HFC system manages multi-source and heteroge-
neous data from various IoT devices, manifesting diverse data access
patterns in real-time, random, burst, periodic, non-periodic, and batch
manners, which also significantly impact the performance; IoT devices
have a vast number that substantially outweighs the size of Internet
users, with notable discrepant functions.

3. The challenges

This section lays out several HFC challenges.
Organizability and manageability challenges. Unlike a tradi-

ional computer system, e.g., a supercomputer or warehouse-scale com-
uter, an HFC system is geographically distributed, consisting of IoTs,
dges, data centers, and humans-in-the-loop. Moreover, they are dy-

amic. For example, in smart defense systems and applications [6],
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Fig. 3. This figure compares the worst-case quality and performance requirements between the emerging and future applications in Table 1 and the traditional applications.
The quality requirement indicates the required model accuracy of the application or tasks; for example, autonomous driving requires nearly 100% accuracy to assure safety. The
worst-case performance requirement illustrates the required tail latency of the application. For example, autonomous driving requires extremely low tail latency within several
milliseconds.
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sensors or terminal control units can be dispersed by airdrop, inserted
by artillery, and/or individually placed by an operation team [6]. In an
extreme case, the spatial realm even has no bound. For example, un-
manned spacecraft may have no bounded destination in interplanetary
exploration applications.

So it is challenging to discover the resources and assemble them
nto a computer system. The challenges lie in managing these resources
fficiently, keeping their survivability in the case of highly possible
ailures, guaranteeing the immunizability from malicious intrusions
nd attacks, and improving the programmability and schedulability of
assive funclets across a large scale of IoTs, edges, and data centers.
Collaboration challenges between software, hardware and peo-

le components. More systems exhibit ‘‘a closer tie with the human
hrough human-in-the-loop controls’’ [34]. However, not all these con-
rols are reliable-human-in-the-loop. For example, some systems treat
umans as ‘‘an external and unpredictable element in the control
oop’’ [10]; thus, the action may have an irreversible effect and result
n disaster. The challenge is (1) how do we handle the dilemma of
hoosing between the system and humans’ decision, especially con-
idering ‘‘human skills, intents, psychological states, emotions, and
ctions inferred through sensory data’’ [10]? (2) how do we support the
ollaboration between the system and humans? (3) how do we decide
he respective responsibility in the partnerships? On the other hand,
hen the system makes a solo decision, especially for safety-critical

unctions or worst-case performance, how do we verify and validate
ts behavior? What is the human’ responsibility behind the system? Let
s look at these challenges from the perspective of intelligent defense
ystems described in Table 1. These challenges are not abstract but
ivid and concrete in terms of casualties and losses of people and
quipment.
Irreversible effect challenges. Most HFC systems or applications

erform safety-critical and mission-critical operations, directly inter-
cting with the physical world. Each action may have an irreversible
ffect under unreliable-human-in-the-loop and collaborative-human-in-

he-loop conditions. Even with humans-in-the-loop, considering the i

6

human’s reaction time, it is hard to make a timely decision and ac-
tion in an emergency. This irreversible effect demands that the sys-
tems’ behaviors be verified and validated in advance; the systems can
trace the impact of its attributing factors or causes or even achieve
interpretability.

Most HFC systems need to explicitly state the quality of computation
results and performance constraints in the entire process, including
design, implementation, verification, and validation, referring to its tar-
get applications’ correctness and performance constraints. For example,
an autonomous driving application requires a worst-case design that
assures high accuracy and tail latency within several milliseconds. In
this case, we need to holistically verify and validate the systems and
algorithms in terms of quality and performance in different cases like
best-case, worst-case, and average-case. We have not gained enough
experience in this regard.

Ecosystem wall challenge. An entire HFC ecosystem not only
consists of the ensemble of the respective IoT, edge, and data center
ecosystems but also involves multifarious meanwhile disparate tech-
nologies like processor design, operating system, toolchain, middle-
ware, networking, etc. Moreover, the design of IoT, edge, and data
centers follows distinct guidelines and targets according to their unique
requirements or constraints, thus generating various ecosystems with
different scopes and boundaries, which we call ecosystem walls. For
example, the processor design of IoT pursues low energy consumption
and a small chip area, while the data center regards performance
as the first element. The daunting complexities caution us that we
cannot reinvent the wheel. Instead, we need to be compatible with
the ecosystem while improving the performance, energy efficiency,
and other primary metrics to generate a positive change force that
overcomes the ecosystem inertia [12].

The effective evaluation challenges. Generally, we need to deploy
system in a real-world environment and run a real-world applica-

ion scenario to evaluate the performance and provide optimization
uidelines. However, the real-world environment and emerging/future
pplication scenarios are inaccessible and costly in assessing and verify-

ng an HFC system. Hence, benchmarks as proxies of emerging/future
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application scenarios and simulators that emulate real-world systems
are necessities for designing, evaluating and optimizing an HFC system.

• Benchmarking challenges. The real-world emerging or future ap-
plication scenarios are incredibly complex, involving the inter-
connection of IoT, edge, data center, and human-in-the-loop, and
including intricate and lengthy execution path [38]. Construct-
ing benchmarks for HFC systems faces significant challenges.
First, the benchmarks should reflect the three unique require-
ments discussed in Section 2.2.1, which are not easily embodied
in a benchmark manner. Second, the application designers and
providers are concerned about the interaction, interconnection,
task assignment, and end-to-end performance across IoT, edge,
data centers, and human-in-the-loop. Thus, the reality of a bench-
mark is fundamental. Considering the complexity and confidential
issues, the real-world application scenario is not fit to be used
directly as a benchmark; hence, a simplified scenario is necessary.
However, the real-world scenario contains hundreds or thousands
of modules and components; even a tracing or monitoring tool
can hardly figure out the execution path and call graph. Sim-
plifying the real-world scenario while maintaining the critical
parts is a big challenge. Moreover, considering the humans-in-the-
loop behaviors while constructing the benchmarks are a complex
problem.

• Simulation and validation challenges. At the early stage of system
and architecture evaluation, the simulator plays a vital role due
to the vast manufacturing investment of time and money and
the immaturity of the corresponding ecosystem. For example, the
effectiveness of the improved processor design, memory access
technologies, etc., is evaluated on a simulator. Considering the
cost of building a real-world HFC system, a simulation or vali-
dation system supporting the whole environment simulation and
technology verification is significant. However, the complexity
and diversity of application scenarios pose substantial challenges
in building such a simulator.
First, there has no unified interface for different application sce-
narios or architectures like IoT, edge, and data center. Thus, it is
challenging to manage different architectures and support various
scenarios.
Second, simulation accuracy is a crucial metric. High accuracy
means the simulator can reflect similar running characteristics to
the real world and exhibit running differences under different sys-
tem environments. Considering the difficulties of multiple-level
or multiple-scale simulation, including hardware level, e.g., pro-
cessor chip, cache, memory hierarchy, disk, and software level,
e.g., operation system, ensuring the simulation accuracy is neces-
sary but challenging.

. Exploring the solution space

We adopt a funclet methodology and architecture to facilitate
xploring the HFC software and hardware design space. According
o [12], the funclet represents ‘‘the common proprieties of basic build-
ng blocks’’ across the systems. Each funclet has the following charac-
eristics [12]:‘‘each contains a well-defined and evolvable functionality
ith modest complexity; each can be reusable in different contexts;
ach can be independently tested and verified before integrating; each
an be independently deployable; each can interoperate with other
unclets through a well-defined bus interface or interconnection’’.

The funclet architecture consists of four layers: chiplet, HWlet,
nvlet, and servlet. A chiplet is ‘‘an integrated circuit (IC) with mod-
st complexity, providing well-defined functionality’’ [39,40]; it is
‘designed to be susceptible to integration with other chiplets, con-
ected with a die-to-die interconnect scheme’’ [39,40]. A servlet is

‘an independently deployable and evolvable component that serves
sers with a well-defined and modest-complexity functionality’’ [12].
7

Microservices [41] or cloud functions [42] are two forms of servlet.
An HWlet is ‘‘an independently deployable, replaceable, and accessible
hardware component, e.g., CPU, memory, storage’’ [12]. An envlet
is ‘‘an independently deployable and evolvable environment compo-
nent with well-defined functionality that supports the management of
servlets’’ [12] .

The funclet architecture uses a three-tuple: {funclet set architecture
(FSA), organization, system specifics} [12] methodology to describe
the architecture. According to [12], the FSA refers to ‘‘the actual
programmer-visible function set [43], serving as the boundary between
two adjacent layers and among different funclets in the same layer’’;
The organization includes ‘‘the high-level aspects of how funclets in
the same layer and adjacent layers collaborate’’; The system specifics
describe ‘‘the design and implementation of a system built from fun-
clets’’ [12]. The advantages of the funclet architecture are discussed
in [12]: it increases technology openness, improves productivity, and
lowers cost; relieves the complexity of building systems; improves
reusability and reliability.

Fig. 4 illustrates the reference HFC architecture and components.
For the chiplet layer, we focus on workload-driven chiplet designs.
For the HWlet layer, we pay attention to the message interface-based
memory system and data path network processor. For the envlet layer,
we concentrate on the HFC operating systems and the performance-
deterministic distributed storage systems. Also, we provide several
tools. A system design tool suite is provided to help designers explore
the HFC design space across chiplet, HWlet, envlet, and servlet. A
scenario simulator is built across IoTs, edges, and data centers to accel-
erate innovative technologies’ deployment and verification; A full-stack
optimization tool is provided. We construct a series of benchmarks
and microservices for various HFC applications for the servlet layer.
Several scenario benchmarks are proposed as the proxy of real-world
application scenarios, aiming to support the whole-stack evaluation and
provide feedback to scenario simulators or even real-world scenarios.

Fig. 5 shows a funclet-based HFC architecture in terms of {funclet
set architecture (FSA), organization, system specifics}, which is derived
from an open-source computer system initiative [12]. Each layer of
chiplet, HWlet, envlet, and servlet specifies a set of FSAs for IoTs, edges,
nd data centers. The FSAs are composable and collaborative through
he same-layer and adjacent layer. The organization specifies ‘‘the high-
evel aspects of how funclets in the same layer and adjacent layers col-
aborate’’ [12], including IoT–IoT, Edge–Edge, Datacenter–Datacenter,
oT–Edge, IoT–Datacenter, Edge–Datacenter, and IoT–Edge–Datacenter
ollaborations. The system specifies shows how to implement an HFC

system. The different layers for IoTs, edges and data centers are in-
terconnected through the funclet-based open standards, including in-
terconnection, interface, protocol, and networking across IoTs, edges,
data centers, and humans-in-the-loop.

4.1. Benchmarks

As the foundation of system design and optimization, benchmarks
are of great significance for developing HFC systems. We aim to pro-
pose a series of benchmarks that reflect three unique characteristics
and other important factors of HFC computations for designing and
evaluating HFC systems.

Scenario benchmarks. From the perspective of the whole-stack
ystem benchmarking, e.g., the interconnection and communication of
oTs, edges, data centers, and humans-in-the-loop, we propose scenario
enchmarks as the proxy of the real-world application scenario. The
onstruction follows a scenario-distilling methodology that formalizes
real-world application scenario as a graph model and distills it into
combination of essential tasks and components [38]. This methodol-

gy identifies ‘‘the critical path and primary modules of a real-world
cenario since they consume the most system resources and are the
ore focuses for system design and optimization’’ [38], thus reducing
omplexity.
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Fig. 4. The overview of the reference architecture.

IoT Benchmarks. From the perspective of middle-level modular
enchmarking, we construct IoT benchmarks to evaluate mobile and
mbedded devices. The IoT benchmarks include the lightweight IoT
orkloads and light-weight AI workloads.
CPU Benchmarks. We present CPU benchmarks covering typical

workloads from emerging and future application scenarios from the
low-level architecture benchmarking perspective. Constructing CPU
benchmarks adopts a traceable methodology, managing the traceable
processes from problem definition, problem instantiation, solution in-
stantiation, and measurement [44].

4.2. Chiplets

This subsection presents the workload-driven chiplet design
methodology to explore the ideal architecture for each class of emerg-
ing and future applications. We aim to provide reusable building blocks
considering the different PPA (performance, power, area) requirements
for IoT, edge, and data center.

For the first step, we perform comprehensive workload characteriza-
tion on a broad spectrum of tasks within target applications. For each
application in Table 1, we analyze the computation patterns drilling
down into the critical computations within the execution loop, like
OODA in smart defense scenarios across IoT, edge, and data center.
Then we analyze the interaction patterns covering the interactions be-
tween IoT–IoT, IoT–edge, IoT–datacenter, edge–edge, edge–datacenter,
and datacenter–datacenter. Above all, the analysis contains computa-
tion, memory access, networking, and other characteristics. According
to the results, on a single level of IoT, edge, or data center, we
classify their characteristics into several classes for each pattern, like
computation. After that, we will obtain several classes, including (IoT,
computation), (IoT, memory access), (IoT, networking), (edge, com-
putation), (edge, memory access), (edge, networking), (data center,
8

computation), (data center, memory access), (data center, networking),
etc.

For the second step, we attempt to define the ideal chiplet architec-
ture for different IoT, edge, data center layers and different analyzed
patterns. Specifically, according to the classifications in Step 1, we de-
fine the computation, memory, networking chiplets for IoT, edge, and
data center, respectively. Each layer of IoT, edge, or data center will
contain multiple chiplets for different patterns of computation, mem-
ory access, networking, etc. Additionally, each pattern may contain
multiple chiplet designs according to the classifications of workload
characteristics.

For the third step, we validate the chiplet architecture design and
further performs improvements according to the feedback. We adopt
FPGA-based simulation and evaluate the scenario, IoT, and CPU bench-
marks to conduct the functionality and performance validation. Fur-
ther, we explore the upgrades and design optimizations based on the
validation results.

The chiplet architecture design contains a loop of workload charac-
terization, chiplet design, and validation until the output designs satisfy
the application requirements.

4.3. Hwlets

This subsection presents the HWlets solutions, primarily focusing on
two innovative HWlets: a message interface-based memory system and
a data path network processor.

4.3.1. The message interface based memory system
As the boundary between internal and external memory is blurred,

a computer system may face different memory devices with various
latency, bandwidth, granularity, and capacity. Thus, the challenge is
providing a universal memory interface and a unified memory sys-
tem so that the programmers do not need to switch between byte-
level load/store CPU instructions (for internal memory) or block-level
read/write I/O operations.

We have proposed a message-interface-based memory access ap-
proach to solve various ‘‘memory wall’’ problems [45]. We plan to
extend the message interface to include internal and external memory
to build a unified memory system. The system assumes a high band-
width, high concurrency, and low latency network, which we believe
will come soon.

Instead of only using a fixed command format and address for a
memory request, we propose to use a message that contains rich seman-
tics to express a memory request. The semantic information consists
of size, sequence, priority, process id, persistence, etc., or even array,
link pointer, and locks. Furthermore, the memory resource provider is
no longer a simple dumb device but with different local computation
capabilities to service a message request.

The message interface base memory system decouples the data
access from the data organization. A client does not need to know the
details or memory resource organization like banks and rows of an
SDRAM, even the exact location of the data. The message interface-
based memory system also decouples the data access from data transfer.
Small data requests can be combined into a large network message. A
large data request can be divided into multiple messages.

There are three critical components to implementing a message
interface-based memory system. (1) a CPU core generates concurrent
memory requests with semantic information. Traditional load/store-
based instructions are too simple to express a rich-semantic memory
request. Instead, we need kinds of asynchronous and operand-variable
instructions. (2) a memory controller with a message interface. The
controller should group and assemble memory requests from internal
CPU cores into coarse-grained messages to exchange with different
memory servers through the network. (3) various message-interfaced
memory servers. The memory server manages local storage media and
accepts message requests and responses after specific local processing.
We will implement the previous two components as chiplets and the
message-interfaced memory servers as HWlets.
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Fig. 5. An HFC instance of the four-layer funclet architecture based on [12].
.3.2. The data path network processor
High-speed networks have been an indispensable part of modern

omputer systems. There are two distinct technical routes for network
cceleration: offloading [46–48] and onloading [49]. Offloading means
o offload part of the network processing to an external accelerator
ard, namely smart NICs [46,50], and save CPU resources for applica-
ion logic. For example, the checksum of TCP packets can be computed
n high-end NICs [48]. Although various smart NICs have been pro-
osed, none of them has occupied the dominant position in the market.
ore recently, smart NICs have a new name — DPU (Data processing

nit) [51]. On the other hand, onloading means pushing all network
acket processing onto general-purpose CPU cores to utilize the ever-
ncreasing computing power of the CPU core. DPDK by Intel [52] is
he industry standard for onloading with the help of hardware features
uilt-in Intel CPUs.

Whether offloading or onloading, there are many functions in a
etwork stack that can be accelerated by hardware, for example, check-
um, encryption/decryption, table lookup, keyword matching, queuing,
rdering, etc. Additionally, several functions can only be efficiently
rocessed by the CPU, such as fragments, lists, buffers, order, and other
omplex data structures.

Hence, we argue that the critical point is organizing these accel-
rating resources efficiently. Equipping a general-purpose CPU with
ccelerators accessed via the I/O bus is not the most efficient solution.
ikewise, putting a powerful general-purpose multi-core CPU into a NIC
ill not change much. The challenge here is how to design efficient

ontrol and data path of accelerators inside a CPU to combine both
he accelerator units’ special functions and the CPU cores’ general
rocessing ability.

For general-purpose processors, NIC is always an ‘‘external’’ device.
he processor has to initialize a DMA operation to move data from
he I/O bus to the local memory or cache to access packet data.
ost built-in processors in smart NICs still have such structures. That

esults in uncontrollable processing latency, so these processors are
nly suitable for processing control paths. Only hardware logic like
PGA or special function-limited core like P4 engine can process line-
peed data paths. They can reach the line speed only because their
unctions are simple and deterministic enough. Generally, they cannot
rocess complex semantic information in data paths that need complex
ata structures to store the state of many concurrent transactions.

We propose to design a processor for line-speed processing data
aths, which we call the data path network processor (a datapath
9

processor). We will implement the datapath processor as an accelerator.
However, the network packet will be the first-class citizen in the
datapath processor. The packet stream leaves the register file of the
primary CPU and arrives at the datapath processor directly without
going through a complex memory hierarchy. The datapath processor
has full functionality, including access to the cache and main memory.
Thus, the datapath processor can hold and process complex state infor-
mation necessary for the data plane. The datapath processor also has
accelerating units on the local bus; data exchange between the datapath
processor core and accelerator can be low latency, highly paralleled,
and fine-grain. We have not seen such the structure of the datapath
processor before, but fortunately, open-source processors, like RISC-V
based, allow us to design a novel processor architecture freely.

4.4. Envlets

This subsection presents the Envlets solutions, primarily focusing on
the HFC OS and the HFC distributed storage systems.

4.4.1. The HFC operating system
In the HFC scenarios, computing is ubiquitous, consisting of geo-

graphically distributed, heterogeneous hardware devices with different
performance and power consumption constraints. Hence, we need a
more efficient way to improve the organizability and manageability
of the HFC systems. Our OS solutions aim to provide the following
features:

(1) The new OS should have a flexible system structure. For different
devices and workloads, specific OS capabilities need to be built. OS is
no longer limited to a single kernel running directly in the local node
but a distributed OS architecture that adapts to hardware resources
in different computing nodes. OS needs to be able to reconfigure or
rebuild itself in run-time to adapt to various scenarios.

(2) To efficiently manage the distributed heterogeneous hardware,
the new OS should rebuild a general and intelligent device driving
framework to discover, identify, register, access, and drive the mas-
sive hardware resources automatically. In addition, it can establish a
soft bus connection for interactions with the immunizability from the
malicious intrusions and attacks.

(3) To meet different HFC workloads’ performance targets, the new
OS needs to build fine-grained resource metering and application profil-
ing features to facilitate efficient scheduling for improving performance
and resource utilization.
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(4) The HFC ecological boundary is open. As a result, OS faces secu-
ity challenges, such as end-to-end device authentication access, iden-
ification issues in an open environment, and security isolation. Under
he premise of ‘‘zero trust’’, we need to embody security enhancement
trategies in the native OS kernel.

.4.2. The performance-deterministic distributed storage systems
The emerging and future applications heavily rely on advanced

echniques like big data and AI, performing hybrid and concurrent
asks with different requirements, e.g., latency-critical and throughput-
ritical, and pursuing the worst, average, or best-case performance.
owever, these hybrid tasks usually adopt different systems and archi-

ectures, and have distinct data access patterns and requirements [53,
4]. In addition, the worst-case tail latency poses great challenges even
or Internet services in data centers [55–57], let alone much more
omplex applications across IoTs, edges, and data centers. Thus, to effi-
iently serve these applications and tasks, building a single distributed
torage system (DSS) that provides deterministic performance and high
throughput is an urgent demand [58–60]. Note that the deterministic
performance means that a DSS should enforce differentiated tail latency
SLOs for concurrent latency-critical tasks. Throughput means the total
QPS (requests per second) or bandwidth of a DSS.

The design of a DSS needs to consider the characteristics of storage
devices. We conclude two development trends of storage devices. On
the one hand, the devices will be increasingly faster with microsecond-
scale or even lower latency. Storage devices have experienced several
technological breakthroughs in the past twenty years, such as the
development of commercial SSD products, NVM-based SSD products
(Intel Optane SSD [61]), and persistent memory products (Intel Optane
PM [62]). Compared to HDD and ordinary SSD, NVM-base devices have
much lower latency. In addition, emerging fast networks (e.g., 200
Gbps and 400 Gbps Infiniband) have round-trip latency of less than
1 μs [63]. These low latency devices put forward high demand to
the storage systems [64]. On the other hand, the devices will con-
tain enhanced computation capacities, such as computational storage
drives [65,66], SmarkNICs [67], and programmable switches [68].
Many studies propose to offload several tasks to the devices and have
shown the performance advantages, like offloading query processing
and data (de-)compression to SmartSSDs [69–72], data replication and
file system functions to SmartNIC [73,74], and global memory manage-
ment, load balance and data cache to programmable switches [75–77].
Hence, the design of a DSS needs to make full use of these in-device
computing resources.

Considering the application requirements and device characteristics,
building a DSS faces serious challenges. First, due to the distinct states
of different machines/threads, latency spikes [55,78], schedulability
issues [79], load burst [80–83], and resource contention inside storage
devices and the network stack [84–86], it is extremely hard to guar-
antee deterministic performance and high throughput. Second, many
technologies have been proposed to achieve low latency, including
using poll instead of interrupts [87], kernel-bypass I/O like user-space
communication mechanism [52,88], user-space device drivers [89,90],
and user-space file systems [91,92]. However, the previous DSS only
adopt a single technology, and it is challenging to integrate and benefit
from all these technologies in a single DSS. Third, there are increasing
computation capacities inside devices through either FPGA or low-
energy embedded processors. Previous work attempts to offload partial
computation to in-device computing logic [93–97]. We argue that
offloading partial infrastructure software like DSS [74,98] and SQL
engine [69,71] rather than user applications are better [74]. However,
due to the complicated functionalities of DSS, it is a tough thing.

Our solutions for a novel DSS include the following innovations.
First, a new DSS should exploit the leading technologies for emerging
devices with μs-scale latencies, including polling device events, user-
space I/O, and run-to-completion request processing. Existing efforts
focus on one individual technology and fail to integrate all of them
10
into a single system in a systematic way for efficiency. Second, a new
DSS should embed scheduling along the whole I/O path from the clients
to the servers and storage devices. Schedulable architectures should be
used at each layer along the I/O path, including client-side, network,
server-side, and storage devices. Moreover, exploiting in-device com-
puting power through software–hardware co-design controls resource
utilization at the fine granularity and reduces latency. Third, a new
DSS should offload some functionalities to the devices without reducing
total throughput and impairing the performance of individual applica-
tions. Existing efforts exploit one type of in-device computing power,
either computational storage, SmartNIC, or programmable switches.
Unlike them, a new DSS should make full use of all these in-device
computing powers to achieve better performance and energy efficiency.

4.5. Tools

This section presents our tools: the system design tools, the full-stack
optimization tool, and the scenario simulator.

4.5.1. The system design tools
We propose system design tools to help designers explore the HFC

design space. The system design tools include the chiplet design tool,
the HWlet design tool, the envlet design tool, and the servlet de-
sign tool, which correspond to the funclet architecture. Each design
tool provides the simulation–validation–development tool suite. For
example, for the chiplet design tool, we propose a whole-picture sim-
ulation to explore the co-design space of the chiplet across stacks.
Unlike the traditional microarchitecture-level simulation, such as the
GEM5, our whole-picture simulation is across full system stack levels,
including three hierarchical levels: the IR (intermediate representation)
level, ISA, and microarchitecture levels [99]. The whole-picture simu-
lation combines the IR, ISA, and microarchitecture level simulations.
The design decisions at IR, ISA, and microarchitecture levels are ISA-
independent, microarchitecture-independent, or specific to the actual
processor’s microarchitecture. Combining the design decisions from the
IR, ISA, and microarchitecture, the user can explore the co-design space
across stacks. Furthermore, we propose cycle-accurate and bit-accurate
circuit simulations and verification tools for the validation. The valida-
tion tool is based on general x86 computing and heterogeneous FPGA
resources and provides an on-demand service for chiplet validation.
For the development, we propose AI-based open-sourced EDA tools for
integrated circuit design and development.

4.5.2. The full-stack optimization tool
The full-stack optimization tool has the following challenges:
(1) The optimization object is uncertain. Finding the performance

bottleneck in an HFC system is non-trivial. Users may feel confused
about the optimization objects because of the optimization possibil-
ities on IoTs, edges, or data centers and the complex hierarchies of
algorithms, frameworks, software, and hardware.

(2) The optimization space is vast. There are thousands of opti-
mization dimensions of the algorithm, software, and hardware, and
the values of the variate vary in an extensive range. As a result, the
optimization space is exceptionally huge.

(3) The optimization target is diverse. Different application scenar-
ios have additional user requirements. In addition to the vital impor-
tance of accuracy, some applications are sensitive to latency; some re-
quire high throughput, and some are concerned with energy consump-
tion. Therefore, different application scenarios have other optimization
goals.

The tool covers the optimization from vertical and horizontal di-
mensions. From the vertical dimension, we will co-explore the op-
timization space from the algorithm, software, and hardware. For
example, for deep learning applications, jointly optimizing the net-
work’s architecture and the hardware accelerators is promising in
improving performance and reducing energy consumption. We will
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consider the close collaboration among IoTs, Edges, data centers, and
humans-in-the-loop from the horizontal dimension. For example, we
will automatically offload whole or partial deep neural network com-
putations from end devices to more powerful devices, such as edges or
data centers.

Automatically co-optimization is non-trivial because of the vast op-
imization space. There are thousands of optimization dimensions of the
lgorithm, software, and hardware, and the values of the variate vary
n an extensive range. As a result, the optimization space is too huge to
omplete the search. Reinforcement learning has shown powerful capa-
ilities for the problem of searching for optimal policies in a vast space.
valuating is expensive in co-optimizing the algorithm, software, and
ardware across the IoTs, edges, and data center. We will investigate
he state-of-the-art learning algorithms and evaluation strategies and
evelop the corresponding tools for automatic optimization.

.5.3. The scenario simulator
The scenario simulator is a miniature of the real system, which con-

ains unified interfaces and replaceable components to enable rapid de-
loyment and verification of innovative technologies. The scenario sim-
lator manages the whole environment of a computer system, e.g., pro-
essor chip, operating system, memory, network, etc. It covers the
omplete execution and interaction across IoTs, edges, data centers, and
umans-in-the-loop. It can demonstrate the effects visually, e.g., run-
ing results, performance, and power consumption, under different
echnologies, deployments, or parameter settings, for example, the
atency performance of an autodrive scenario using other memory
evices and network protocols. For the first step, we plan to provide
network simulator that simulates the communication patterns of rep-

esentative scenarios like big data and artificial intelligence, supporting
ifferent networking technologies. The involved components are re-
laceable, and we can easily use emerging technology to replace the
xisting one and verify its effectiveness. We will expand the scenario
imulator to the whole HFC environment for the next step.

. Our plan

We aim to define a new paradigm — IoTs, edges, data centers,
nd humans-in-the-loop as a computer and launch an open-source high
usion computer (HFC) system initiative. The goal is to vastly enhance
he system capabilities under specific energy and cost constraints for
ost emerging and future applications.

We abstract reusable functions (funclets) across system stacks
mong IoTs, edges, and data centers to guide the HFC system design
nd evaluation. We first propose to define a series of benchmarks
nd funclet-based standards and then build the tools to facilitate the
orkload-driven exploration of the system and architecture design

pace. Finally, we provide open-source implementations of an HFC sys-
em. We will perform system co-design from the vertical and horizontal
imensions throughout the process. Vertically, we comprehensively ex-
lore the algorithms, runtime systems, resource management, storage,
emory, networking, and chip technologies. Horizontally, we deeply
iscover the collaboration and interaction among IoT, edges, data
enters, and humans-in-the-loop.

We plan to build the first open-source implementation of an HFC
ystem using an iterative and evolving way. Fig. 6 shows the develop-
ent milestone of our HFC system. We first focus on one or two typical

pplication scenarios and essential funclets across IoT, edge, and data
enters to reduce the complexity. Then we expand the focus and update
r replace the technologies gradually. A scenario simulator is beneficial
o the expansion, update, and replacement. Finally, we will summarize
he experience and lessons during this period and dedicate ourselves
o the contributions of a useful HFC system and related advanced
echnologies.

. Related work

The development of the computer industry witnessed a series of
omputer systems concepts and implementations, as shown in Fig. 7.
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In 1936, Turing proposed to invent the single machine to compute
any computable sequence, a concept of a ‘‘universal’’ computing de-
vice [100,101]. This kind of ‘‘universal’’ would incur additional perfor-
mance, cost, or energy overhead called ‘‘Turing Tax’’ – a fundamental
question that computer architects aim to reduce [100]. John Gage first
proposed the phrase ‘‘the network is the computer’’ in 1984 [102,103].
In 1985, Lewis proposed the concept of the ‘‘Internet of things’’ in
a speech to the Congressional Black Caucus Foundation 15th Annual
Legislative Weekend [104]. In the mid-1990s, grid computing was
proposed to provide computing power, data, and software on-demand,
through standardizing the protocols [2]. In 2001, EmNets [6] were
proposed and referred to as networked systems of embedded com-
puters. In 2005, cyber–physical systems were proposed to ‘‘bridge
the cyber-world of computing and communications with the physical
world" [105–107]. In 2009, Google proposed the concept of ‘‘the data
center as a computer’’, or called warehouse-scale computers (WSCs), to
efficiently deliver good levels of Internet service performance [108].
In 2009, the Chinese Academy of Sciences predicted that human–
cyber–physical ternary computing would be a development trend in
the next 50 years [109]. In 2012, the ‘‘Industrial Internet of Things
(IIoT)’’ concept, also known as ‘‘Industrial Internet’’, was proposed to
integrate the latest technologies, intelligence systems, and devices and
apply them to the entire industrial economy [110,111]. In 2016, the
director of Storage SRE at Google illustrated how they do planet-scale
engineering for a planet-scale infrastructure — keep all its services up
and running and reduce the downtime [3]. In 2017, Li et al. pointed
out that human–cyber–physical ternary intelligence is the leading tech-
nology and the main driving force of the new economy in the next
15–20 years [112]. In 2021, Mike Warren’s group worked with the
EC2 team, launching a virtual supercomputer in the cloud – 4,096 EC2
instances with 172,692 cores. This run achieved 9.95 PFLOPS (actual
performance), ranking at 40th on the June 2021 TOP500 list [4]. In
2021 and 2022, Wang et al. and Xu et al. pointed out ‘‘a new era
of human–cyber–physical ternary computing with diverse, intelligent
applications over trillions of devices’’ [7,8] and further proposed the
concept of ‘‘Information Superbahn’’, to achieve high system goodput
and application quality of service [7,8].

7. Conclusion

We call attention to the fact that more and more emerging and
future applications rely heavily upon systems consisting of Internet of
Things (IoT), edges, data centers, and humans-in-the-loop. We char-
acterized this new class of systems and coined a new term, high
fusion computers (HFCs), to describe them. Significantly different from
warehouse-scale computers that non-stop serve independent concurrent
user requests, HFCs directly interact with the physical world, con-
sidering humans an essential part and performing safety-critical and
mission-critical operations; their computations have intertwined depen-
dencies between not only adjacent execution loops but also actions
or decisions triggered by IoTs, edge, data centers, or humans-in-the-
loops; the systems must first satisfy the accuracy metric in predicting,
interpreting, or taking action before meeting the performance goal un-
der different cases. HFCs raise severe challenges in system evaluation,
design, and implementation.

We summarize several HFC challenges: organizability and manage-
ability, collaborations between software, hardware, and people com-
ponents, irreversible effect, ecosystem wall, and effective evaluation.
To tackle the above challenges, we propose reconstructing IoTs, edges,
data centers, and humans-in-the-loop as a computer rather than a
distributed system; we adopt a funclet methodology of building large
systems out of smaller functions and exploring HFC design space in
a structural manner. We will provide the first open-source implemen-
tation of the funclet architecture of HFC systems. The source code
will be publicly available from the project homepage: https://www.
computercouncil.org/HFC/.

https://www.computercouncil.org/HFC/
https://www.computercouncil.org/HFC/
https://www.computercouncil.org/HFC/
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Fig. 6. Development milestone of HFC system.
Fig. 7. An overview of the related work.
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A B S T R A C T

Understanding the designs and performance characterizations of hot interconnects on modern data center
and high-performance computing (HPC) clusters is a fruitful research topic in recent years. The rapid and
continuous growth of high-bandwidth and low-latency communication requirements for various types of
data center and HPC applications (such as big data, deep learning, and microservices) has been pushing
the envelope of advanced interconnect designs. We believe this is high time to investigate the performance
characterizations of representative hot interconnects with different benchmarks. Hence, this paper presents
an extensive survey of state-of-the-art hot interconnects on data center and HPC clusters and the associated
representative benchmarks to help the community to better understand modern interconnects. In addition, we
characterize these interconnects by the related benchmarks under different application scenarios. We provide
our perspectives on benchmarking data center interconnects based on our survey, experiments, and results.
1. Introduction

The scales of data center and high-performance computing (HPC)
lusters grow rapidly with the increasingly large volume of data and
he high demand for distributed computing capabilities [1]. This trend
as led to various designs of modern data center interconnects and
ade their performance characterizations a rewarding research topic.
o continuously improve the performance and scalability of data move-
ent or communication across a large number of nodes in modern data

enter or HPC clusters, different types of advanced interconnects have
een designed to meet the requirements of high-bandwidth and low-
atency communications in popular data center applications, such as
eep learning, big data, microservices, etc.

To upgrade the conventional Ethernet (∼10 Gbps) network and
accelerate the efficiency of data center applications, hardware ven-
dors have demonstrated multiple types of advanced data center in-
terconnects. For example, NVIDIA (Mellanox) has produced 200 Gbps
InfiniBand (IB) [2] with well-optimized Remote Direct Memory Ac-
cess (RDMA) subsystems to speedup the inter-node communication in
applications. Cray has the Slingshot interconnect [3] and the Aries
interconnect [4] as high-speed interconnects for modern HPC systems.
RIKEN (Japanese Institute of Physical and Chemical Research) and
Fujitsu developed the Tofu interconnect [5] family to be equipped on
their designed supercomputers. Meanwhile, the Ethernet network speed
has improved from 10 Gbps to 100 Gbps [6] and even above [7] during
the decades of development.

∗ Corresponding author.
E-mail addresses: yli304@ucmerced.edu (Y. Li), hqi6@ucmerced.edu (H. Qi), gateslu@tencent.com (G. Lu), ronyjin@tencent.com (F. Jin), yguo@anl.gov

Y. Guo), xiaoyi.lu@ucmerced.edu (X. Lu).

With the trend of hardware evolution and the new interconnects
being created, there are several issues that the application developers
need to pay attention to. With the hardware upgrading, the developers
need to re-evaluate the performance of different generations of hard-
ware to design the proper systems software based on the improved
data transfer rates. Also, many new interconnects are emerging with
the development of novel hardware features. These features may po-
tentially impact application performance and need to be systematically
investigated.

On the other hand, different types of data center applications repre-
sent various performance characterizations, like HPC workloads, deep
learning training and inferences, big data analytics, and cloud-based
microservice. The impacts of new interconnects on these different
workloads should be evaluated separately and carefully. Therefore, we
believe this is high time to investigate the performance characteri-
zations of modern data centers and HPC interconnects via standard
benchmarking experiments under different application scenarios. This
observation motivates us to extensively survey hot interconnects on
modern data centers and HPC clusters and the associated representative
benchmarks to help the community better understand these advanced
interconnects.

There exist some surveys to summarize benchmarking experiences
with different workloads. For example, Han et al. [8] surveyed ten big
data benchmarks to discuss benchmarking challenges. Zhang et al. [9]
https://doi.org/10.1016/j.tbench.2022.100074
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Fig. 1. An overview of data center interconnects and benchmarks.
nvestigated fourteen deep learning benchmarks. Zhou et al. [10] dis-
ussed seven microservice benchmarks. Gao et al. [11] compared fif-
een big data and AI (Artificial Intelligence) benchmarks. However, we
id not find such a survey that can extensively cover a broad range
f the latest advanced interconnects in modern data centers and the
ssociated representative benchmarks for different application scenar-
os. Therefore, this paper addresses the need to survey different hot
nterconnects deployed in modern data centers and the corresponding
enchmarks to expose their performance characteristics.

Fig. 1 shows an overview of this paper’s surveying scope, including
arious kinds of hot interconnects and the associated representative
nd popular benchmarks in the community. The following sections will
ntroduce each component in Fig. 1 with a bottom-up approach. In
ection 2, we survey the features and characteristics of hot intercon-
ects in modern data centers and HPC clusters. In Section 3, we survey
ell-used micro benchmarks for evaluating these hot interconnects
ith their network primitives and mechanisms. Section 4 will sur-
ey application-level benchmarks with diverse evaluation granularity,
s shown in Fig. 1. In Section 5, we choose several representative
enchmarks, which include Netperf [12], Perftest [13], and OSU Micro-
enchmarks (OMB) [14] for MPI (Message Passing Interface) [15] and
GAS (Partitioned Global Address Space) [16] applications, and inter-
onnects, which include IB, Omni-Path [17], and Ethernet to run exper-
ments. We present the results to show performance characterizations
f these hot interconnects as examples or reference numbers. Section 6
ill discuss some of our observations and perspectives on benchmark-

ng data center interconnects based on our survey, experiments, and
esults. Section 7 discusses more related studies and Section 8 concludes
he paper.

The main contributions of this paper are as follows:

• We perform an extensive survey on advanced hot interconnects in
current-generation and emerging data centers and HPC clusters.

• We also comprehensively survey the associated representative
benchmarks from both micro benchmarking and application-level
benchmarking perspectives.

• We perform a set of benchmarking experiments on real inter-
connects hardware with well-used benchmarks and discuss their
performance characterizations.

• We share our observations on improvable aspects of existing
benchmarks, such as performance stability, reference number,
experimental instructions, etc., to help the community to design
better ones.

. Overview of modern interconnects

As an indispensable part of HPC and data center systems, inter-

onnects play an essential role in achieving higher scalability and

17
performance for modern clusters. In recent years, the community has
witnessed the development of conventional interconnects like Ether-
net and InfiniBand, and the birth of proprietary interconnects such
as Fugaku Tofu [5] and BXI (Bull eXascale Interconnect) [18]. This
section will briefly overview some representative state-of-the-art mod-
ern interconnects, and their features [1]. After we go through these
interconnects one by one, Table 1 shows a brief comparison of these
hot interconnects.

2.1. Ethernet

Ethernet is one of the most traditionally utilized interconnects for
HPC and data center clusters. At the early stage, 1 Gb/s Ethernet
(1-GigE) was widely used. However, with the advancement of CPU per-
formance and I/O speed, the 1-GigE has become the bottleneck. With
the demand for higher bandwidth and data transfer rate, Ethernet with
10-GigE, 25-GigE, 50-GigE, and even 100-GigE, has been developed.
As of June 2022, 25-GigE is the most widely used interconnect in the
Top500 list, and the Ethernet interconnect family is the majority in the
list, taking up nearly 50% [19].

Taken the advantages of RDMA, RDMA over Converged Ethernet
(RoCE) [20] is developed, which is a network protocol that allows
RDMA to operate over Ethernet networks. RoCE is designed to support
RDMA over Ethernet on layer 2 networks, and its extended version
RoCE v2 enables transportation on layer 3 networks. Traditionally, Eth-
ernet has left the congestion control to the TCP (Transmission Control
Protocol) layer. With the development, the first algorithm proposed
for the Ethernet network is pause frame [21] in 1996. Congestion
control on RoCE uses an extension to the TCP/IP protocol called
ECN (Explicit Congestion Notification) [22]. Other techniques, such
as the QCN (Quantized Congestion Notification) [23], were developed
afterward. Both traditional Ethernet and RoCE are available for vari-
ous interconnect topologies. In 2019, Amazon announced EFA (Elastic
Fabric Adapter) [24] for its EC2 (Elastic Compute Cloud) instance. The
libfabric [25] interface on EFA provides up to 100 Gbps speed and
reduces overhead with techniques like operating system bypass.

2.2. InfiniBand

Provided by NVIDIA, InfiniBand (IB) is an industry-standard switch
fabric and the second most popular interconnect family in the Top500
list [19]. As of June 2022, 32.4% of the Top500 clusters are intercon-
nected by IB, especially for Top10 clusters such as Summit [26] and
Sierra [27]. Besides the higher bandwidth (up to 400 Gbps) and lower
latency (<1 μs), IB also supports advanced features like RDMA, which

allows the software to read/write data from/to the memory in remote
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Table 1
Comparison of interconnects.

Name Ethernet InfiniBand Omni-Path Slingshot Aries TofuD BXI

25–100 Gbps 200–400 Gbps RoCE

Manufacturer Many Many Many NVIDIA/Mellanox Intel/Cornelis Cray Cray Fujitsu Atos
Commodity Public Public Public Public Public Proprietary Proprietary Proprietary Proprietary
Unidirectional Bandwidth (Gbps) 25–100 [37] 200–400 [37] 100 [38] 400 [39] 100 [37] 200 [37] 40 [4] 56 [40] 100 [37]
End to End Latency (μs) 10–30 N/A ∼1 [37] <1 [37] <1 [37] <2 [37] ∼1 [4] 0.5–1 [5] <1 [37]
Congestion Control Yes Yes Yes Yes Yes Yes Yes Yes Yes
Topology Various Various Various Fat-tree, Dragonfly+ Fat-tree Dragonfly Dragonfly Torus Various
RDMA No No Yes Yes Yes Yes Yes Yes Yes
Year 2014 2017 2010 1999 2015 2019 2012 2018 2015
nodes without any CPU involvement from the remote side. IB pro-
vides reliable or unreliable, and connected or datagram data transport
types [28]. The reliable transport can guarantee the packet delivery in
order but it spends extra time to wait for the acknowledgment from
the receiving side. The unreliable transport cannot ensure the packet
is received, but it does not need extra time for waiting the acknowl-
edgment. The queue pairs for connected transports are connected in
the one-to-one mapping, while the queue pairs for datagram transports
are connected in the one-to-any mapping. The connected transport is
more suitable for applications with a small number of connections.
The datagram transport usually performs better in large-scale appli-
cations because fewer connection contexts need to be maintained in
memory [29].

Specifically, RDMA-capable networks (like InfiniBand) typically
upport four types of transport modes: Reliable Connection (RC), Re-
iable Datagram (RD), Unreliable Connection (UC), and Unreliable
atagram (UD). SEND and RECV operations are supported by all

modes, while the RDMA WRITE operation is unsupported by UD, and
the RDMA READ operation is unsupported by UD and UC. The most
commonly used network topology for IB is fat-tree [30], but it also sup-
ports other topologies like dragonfly+ [31]. The IB standard includes
a congestion control mechanism to detect and resolve congestion by
using two relay messages: FECN (Forward Explicit Congestion Notifica-
tion) [32] and BECN (Backward Explicit Congestion Notification) [33].
When applying IB to GPU, CUDA 5.0 first introduced GDR (GPUDirect
RDMA) [34]. GDR allows IB adapters to directly access the GPU
memory while also bypassing the host. GDR can significantly increase
data communication performance among GPUs, which further benefits
the increasing number of redesigned classical HPC and machine/deep
learning applications.

2.3. Omni-Path

Omni-Path was first released by Intel in 2015 as a part of Intel’s
Scalable System Framework with the purpose of increasing HPC work-
load scalability and aiming for low communication latency, low power
consumption, and high throughput [17]. Omni-Path mainly includes
the network card, switch, and network manager components. It is
built on Intel technology with multiple features, such as traffic flow
optimization and packet integrity protection. It is mainly designed
to support fat-tree topology, and its CCA (Congestion Control Archi-
tecture) has been updated continuously since its first release. The
first generation Omni-Path delivers 100 Gbps bandwidth per port and
is integrated into some CPU architectures like Skylake and Knights
Landing (KNL) [35]. Although Intel stopped the development of the
second-generation Omni-Path in 2019, it still takes 7.8% of Top500
clusters as of June 2022 [19]. In late 2020, Intel announced its spin-off
to Cornelis Networks [36] to continue the business as a successor to the
Omni-Path product.

2.4. Slingshot

In 2019, Cray launched its new generation of HPC interconnect

technology called Slingshot [3]. Slingshot uses protocols on standard
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Ethernet while also being compatible with proprietary HPC networks
when needed. It offers key features like adaptive routing, quality of
service guarantee, and advanced congestion control fully implemented
in hardware. The slingshot switch is equipped with 64 ports, and
each port is running at 200 Gbps. Slingshot also supports multiple
interconnect topologies such as fat-tree and dragonfly [41]. As Cray’s
eighth major high-performance interconnection network technology,
Slingshot is deployed on a variety of clusters like pre-exascale cluster
Perlmutter [42] and exascale cluster Frontier [43], which is currently
the top 1 supercomputer in the world. Slingshot is also planned to
be deployed on upcoming exascale clusters like Aurora [44] and EI
Capitan [45]. Slingshot is taking up 4.8% of the clusters in Top500 list
as of June 2022 [19].

2.5. Aries interconnect

As Cray’s third-generation interconnect architecture, Aries was in-
troduced as part of the Cray XC system with the dragonfly topology,
and it has been widely used in the HPC field [4]. A single Aries device
with four NICs (Network Interface Card) and a 48-port tiled router
can provide a network connection for all four nodes on a Cray XC
blade. The NIC and switch in Aries are closely coupled in the dragonfly
network to provide cost-effective and scalable global bandwidth. The
system is configurable according to users’ global bandwidth require-
ment, and its optical connection number can be adjusted according to
the cost constraint. It also provides technologies such as adaptive rout-
ing, communication mechanisms, and synchronization mechanisms.
Aries adopts the dragonfly topology and achieves congestion control by
implementing Valiant’s routing algorithm [46]. As of June 2022, 5% of
the Top500 clusters use Aries, including Piz Daint [47] and Cori [48].

2.6. Tofu interconnect D

As one of the representatives of proprietary interconnects, Tofu [49]
is an interconnect family developed by RIKEN and Fujitsu that is used
for the K computer [50]. In 2018, TofuD (Tofu Interconnect D) was in-
troduced as a new member of the Tofu family. Its main features are just
as indicated by the name. The Tofu represents ‘‘torus fusion’’ and the
letter D stands for high ‘‘density’’ node and ‘‘dynamic’’ packet slicing
for ‘‘dual-rail’’ transfer [5]. TofuD is a proprietary torus-based [5] six-
dimensional network, and it mainly supports congestion control with
the family’s virtual channel scheduling algorithm. Compared to previ-
ous Tofu and Tofu2 [51], TofuD has a much higher communication
resource density, such as 48 cores per node. It also introduced dynamic
packet slicing for the dual-rail transfer technique to solve the latency
and fault tolerance issue in Tofu2. TofuD is adopted by the Fugaku [52],
which was the top 1 cluster in the Top500 list at the time built in 2020
and ranked 2nd as of June 2022 [19].

2.7. Bull eXascale interconnect (BXI)

In 2015, Atos designed BXI as a new interconnect for HPC [18].
BXI is based on the scalable and reliable Portals4 [53] network pro-

gramming interface and decouples computation and communication
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Table 2
The summary of micro-benchmarks.

Perftest [13] RDMA-bench [56] NetPerf [12] iPerf [57–60] qperf [61] GPCNeT [62]

Link layer IB, Eth (RoCE) IB, Eth (RoCE) Eth Eth IB, Eth (RoCE) IB, Eth (RoCE), etc.
Programming
Models

RDMA RDMA Socket Socket RDMA/Socket MPI

Transport
Protocols

RC/UC/UD
DCT, SRD

RC/UC/UD TCP, UDP, SCTP TCP, UDP, SCTP TCP, UDP, SCTP,
SDP
RC/UC/UD, RDS

Any protocol that
can be used by MPI

Main metrics Throughput,
Average latency,
Tail latency

Throughput,
Average latency,
Tail latency,
WQE cache misses

Throughput,
Average latency

Throughput,
Average latency,
Tail latency

Throughput,
Average latency

Throughput,
Average latency,
Tail latency,
Congestion Impact

Language C C C C C C
Thread Model Single-thread Single-thread Single-thread Multi-thread Single-thread Multi-process (MPI)
Communication
pattern P2P P2P P2P P2P; multicast P2P P2P, collective

communication
Real scenario N Y (w/ real

applications)
N N N Y

Real workload
or trace

N N N N N Y

Parameters of
protocol internals

N N N Y N N

Year of last update 2022 2018 2021 2022 2018 2021
by hardware offloading. It consists of two ASIC (Application-Specific
Integrated Circuit)-based components: BXI NIC and BXI switch. The
BXI NIC provides functions like OS bypass, communication offload,
and reliability. Each BXI switch is equipped with forty-eight 100 Gbps
ports and provides power saving and network performance monitoring
functions. BXI supports multiple network topologies such as fat-tree,
butterfly [54], and torus. BXI implements efficient fine-grain adaptive
routing on each port basis to minimize the possibility of congestion. It
also provides reliability and stability guarantees by some optimizations
like deadlock-avoidance and load-balancing mechanisms. As of June
2022, Tera-1000-2 adopts BXI 1.2 and it is ranked 45th in the Top500
list [19].

2.8. Summary

We survey the above hot interconnects because of their popularity
or clusters in the Top500 list. Table 1 summarizes a brief comparison
f these hot interconnects. They show a huge diversity in aspects,
uch as bandwidth, latency, congestion control mechanism, and net-
ork topology, which motivates us to investigate their performance

haracteristics. Due to the lack of access to proprietary interconnects,
e mainly focus on evaluating Ethernet, RoCE, IB, and Omni-Path in

his paper. InfiniBand is an essential interconnect for native RDMA
esigns. 10/25 Gbps Ethernet networks are the majority (27.2%) of
nterconnects used in data center and HPC clusters. RoCE and TCP/IP
an be deployed on 10/25 Gbps Ethernet [55]. We evaluate these
ifferent interconnects and show the results in Section 5.

. Survey of micro-benchmarks

The community has designed many benchmarks to evaluate various
ypes of interconnects. In this section, we survey six micro-benchmarks
esigned to measure low-level performance metrics such as latency
nd bandwidth. We introduce their features and discuss their pros and
ons. As shown in Table 2, six publicly-available micro-benchmarks
re included for comparison. The rest of this section discusses these
icro-benchmarks one by one.

.1. Perftest

Perftest [13] was developed by Mellanox and has been well main-
ained since 2005. The RDMA community widely uses it for latency and
andwidth performance evaluation on InfiniBand and RoCE networks.

he included micro benchmarks adopt a single-thread and ping-pong

19
communication pattern to evaluate the throughput and latency of basic
RDMA operations. We can also use it to compare different transports
by specifying the transport as RC, UC, UD, Raw Ethernet, and even
Mellanox DCT (Dynamic Connected Transport) [63] and AWS SRD
(Scalable Reliable Datagram) [64] transports that are not specified in
the standard IB specification [65]. Besides the basic operations and
transports, Perftest also supports the GPUDirect feature for direct inter-
GPU communication through GPUDirect RDMA and the AESXTS [66]
feature for data encryption and decryption scenarios using RDMA.
Perftest is designed without emulating any real application traffic or
traffic probability distribution. It does not allow users to choose the
traffic pattern but only with a parameter to specify the message size
in each test. These tests are mainly helpful for hardware or software
tuning as well as for functional testing.

3.2. RDMA-bench

RDMA-bench [56] was developed by Carnegie Mellon University
in 2016. Unlike Perftest, RDMA-bench is a new benchmark suite used
to understand the RDMA performance in a few scenarios extracted
from real applications. With the guidelines obtained from running
RDMA-bench, the authors of RDMA-bench succeeded in developing a
networked sequencer and a key–value store far superior to others [67].

The benchmarks in RDMA-bench can be classified into several
categories: (1) application benchmarks which include HERD [68] and
MICA [69] as RDMA-based key–value store systems, and DrTM-KV [70]
as an RDMA-based in-memory transaction processing system; (2) micro-
benchmarks which measure the throughput of outbound and inbound
RDMA operations; (3) micro-benchmarks that emulate an echo server,
in which users can choose different RDMA operations for the re-
quests and responses; (4) micro-benchmarks which emulate an RPC
(Remote Procedure Calls) based sequencer server using different RDMA
transports and operations; (5) micro-benchmarks which emulate a com-
plex communication scheme with configurable thread-QP ratios to the
scalability evaluation; (6) micro-benchmarks which help understand
low-level factors that affect RDMA performance, such as WQE cache
misses of outbound READs and WRITEs, etc.

3.3. Netperf

Netperf [12] was developed by Hewlett-Packard in 2005. It is
widely used to measure the performance of BSD Sockets [71] for TCP,
UDP, or SCTP (Stream Control Transmission Protocol) [72] using IPv4

and IPv6, Unix domain sockets [73], and DLPI (Data Link Provider
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Interface) [74]. Netperf adopts a simple client–server model without
multi-threading support. The main parameters include the socket buffer
size, the message size, the TCP_NODELAY option, and the test mode.
There are two test modes supported in Netperf: (1) the STREAM mode,
which transfers bulk data through a TCP or UDP socket; (2) the RR
(Request/Response) mode, which emulates iterative requester–response
transactions between the client and server. The data transmitted is
synthetic. Neither different probability distributions nor real-world
data trace is supported. Hewlett-Packard made a plan of version 4.x
of Netperf, which aimed to support synchronized and multi-threaded
benchmarking.

3.4. iPerf

iPerf [57,58] is used to evaluate the performance of TCP, UDP, and
CTP traffic with IPv4 and IPv6. It provides abundant features [57,58]:
1) iPerf adopts a multi-threaded design that can scale with the number
f CPUs within a system; (2) iPerf supports tuning of various parameters
hat are rarely supported in Netperf, such as timing, buffers, and most
mportantly, the internal parameters of the protocols; (3) iPerf supports
ulticast tests and bidirectional tests; (4) iPerf can run on many
latforms which include Linux and Windows; (5) users can get various
orms of outputs in iPerf; (6) iPerf provides the libiperf library, which
s an straightforward way to use and customized the functionality of
Perf.

iPerf has evolved into two incompatible active branches. One branch
s iPerf2 [57] which is the newer version of the original iPerf. The other
ranch is iPerf3 [58] which is a redesign of the original iPerf and was
ow principally developed by ESnet and Lawrence Berkeley National
aboratory. Either of them contains several options and functions that
re not present in the other. Generally, for TCP and UDP in Ethernet,
Perf2 and iPerf3 are about the same if running with the default
onfiguration. However, users should check the detailed comparison
n [59,60] to avoid misuse.

.5. qperf

qperf [61] was initially developed by QLogic in 2007 and then
aintained by the Linux community. qperf can measure the bandwidth

nd latency between two hosts using TCP, UDP, SCTP, RDMA, SDP
Sockets Direct Protocol), and RDS (Reliable Datagram Sockets). It
dopts a single-threaded client–server model similar to Netperf. For
DMA, we can test the bandwidth and latency of RC, UC, and UD

ransports. All the operations can be measured for each transport in
he tests. Compared to Perftest, qperf supports fewer transports and
eatures from the perspective of evaluating RDMA performance. For
on-RDMA protocols, the option of qperf can only change the message
ize. Evaluations of the internal features of the protocols cannot be done
y using qperf. Even though qperf only reports average latency and fails
o perform precise tail latency measurements, it is still popular as it is
handy and tool. The release of qperf is stable and the light-weight

pdate was four years ago.

.6. GPCNeT

The Global Performance and Congestion Network Test (GPCNeT)
62,75] was developed by Cray in 2019 to evaluate the network per-
ormance of MPI-based systems with the MPI-3.0 specification [76].
PCNeT is compromised of two benchmarks: network_test and net-

work_load_test.
network_test characterize the latency and bandwidth of an MPI

application when it runs without network congestion. It builds the
natural ring and random ring pattern such that all communication
occurs over the network rather than within local groups. The commu-
nication patterns include two-sided peer-to-peer (8 bytes latency and
128K bytes bandwidth, natural and random rings), one-sided remote
20
memory access (8 bytes latency and 128K bytes bandwidth, random
ring), allreduce (8 bytes latency, random ring), and alltoall (128 bytes
bandwidth, random ring).

network_load_test measure the performance of an MPI application
with network congestion. This simulates the scenario when running
on multi-tenant HPC networks. Each congestor has a unique random
ring, and the communication patterns include Point-to-point Incast,
All-to-all, One-sided RMA Incast, and One-sided RMA Broadcast. Two
measurements execute in the random ring infrastructure: Point-to-point
Latency measurement by sending and receiving 8 bytes messages from
and to two sides, Point-to-point Bandwidth with Synchronization by
sending and receiving eight 128K bytes messages from two sides.

The default settings are intended to be utilized in general production
scenarios. It reports the mean and 99th percentile latencies as well as
the bandwidth per rank. With congestors, it also reports the Congestion
Impact metric, which is defined as the ratio of congested latency or
bandwidth divided by the uncongested latency or bandwidth. The Con-
gestion Impact metric is an indicator to study the impact of congestion
across systems with different networks.

3.7. Summary

The above micro-benchmarks are surveyed because of their pop-
ularity in the community. In Table 2, we show a summary of these
micro-benchmarks. Among the six micro-benchmarks, we will test the
interconnects with Perftest and NetPerf in this survey. They are both
widely used and well maintained since their first release. Besides,
Perftest is provided by Mellanox, the most popular manufacturer of In-
finiBand. Hence, we believe Perftest and NetPerf can represent defacto
standard benchmarks for RDMA-based and socket-based programming
models on various interconnects, respectively. We show the related
results in Section 5.

4. Survey of application-level benchmarks

There are diverse types of workloads running across machines in
a data center, from parallel computing to microservice, from GPU
applications for deep learning workloads to Key–Value Store for big
data workloads. The same issue these workloads share is that they
all need efficient data communication through the interconnects. As
mentioned above, different interconnects may show different charac-
terizations on the same application. Therefore, researchers need to
use benchmarks to characterize the application that runs on a specific
interconnect. This section surveyed application-level benchmarks with
diverse evaluation granularity for different application scenarios in data
centers that involve cross-node communication via interconnects. To
save space, we put detailed descriptions of these benchmarks in tables.

4.1. MPI benchmarks

MPI [15] is a message-passing standard and widely used in HPC
where many processes or cores are organized to run parallel program
simultaneously for acceleration. Using a benchmark to characterize
MPI libraries on different interconnects can help developers understand
the characteristics of interconnects and design applications in efficient
ways.

We surveyed three popular MPI benchmarks. The OSU MPI Micro-
Benchmarks [14] provided by Ohio State University (OSU) consist of
point-to-point MPI operations, blocking/non-blocking collective MPI
operations, and one-sided MPI operations. Table 3 shows the descrip-
tion details. The NAS Parallel Benchmarks (NPB) [77], provided by
NASA, are derived from CFD (computational fluid dynamics) applica-
tions and are designed with MPI programming. Its description details
are shown in Table 4. The Intel MPI Benchmarks (IMB) [78] provided
by Intel perform MPI 1.0 ∼ 3.0 measurements for communication
operations for a range of message sizes, which are shown in Table 5.
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Table 3
The details of OSU MPI Micro-Benchmarks.

Table 4
The details of NAS Parallel Benchmarks (NPB).

4.2. PGAS benchmarks

PGAS (Partitioned Global Address Space) is a parallel programming
odel in the HPC community. PGAS is defined by communications on
shared memory space that every Processing Element (PE) can access
ithout permission issues. Many programming languages and libraries
re designed from the PGAS model, e.g., Unified Parallel C (UPC) [79]
nd OpenSHMEM [80]. Communication happens when the processes
ransfer data from the global memory or to the global memory space,
ncluding within and across a node. OSU Micro-Benchmarks also pro-
ides benchmarks on PGAS model: OpenSHMEM benchmark is shown
n Table 6; UPC and UPC++ benchmarks with point-to-point (put and
et) and collective communications.

.3. RPC benchmarks

RPC is a method when a process on a machine calls procedures on
ther machines where the execution of the procedure happens [81]. It
s a client–server interaction where data is transferred frequently over
he interconnects to call (from the client) and respond (from the server)
rocedures. Therefore, the characteristics of the interconnect can have
direct impact on the RPC performance.

We surveyed three benchmarks for RPC applications in data centers:
pache Thrift Benchmarks (ATB), TF-gRPC-Bench, and RPC-perf. ATB

s proposed in [82], which evaluates the Apache Thrift [83] based
21
Table 5
The details of Intel MPI Benchmarks.

RPC performance and consists of three categories: the RPC latency
evaluation benchmark, the RPC throughput evaluation benchmark, and
the mixed RPC latency and throughput evaluation benchmark. Table 7
shows the details of TF-gRPC-Bench, which evaluates the communi-
cation performance between parameter server and worker process.
Twitter maintains RPC-perf [84]. It is designed to evaluate the RPC’s
performance for caching systems regarding latency and message rate.

4.4. Storage benchmarks

With the development of hardware technology, much new storage
hardware is produced, such as the NVMe SSD [85]. Storage systems
rely on different drivers and libraries in data center, with interactions
between the processors and the storage devices via interconnects. Intel
SPDK [86] provides NVMe perf [87] as an NVMe SSDs benchmarking
tool with minimal overhead in benchmarking. NVMe perf provides
several runtime options to support the most common workload. Users
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Table 6
The details of OSU OpenSHMEM Micro-Benchmarks.

Table 7
The details of TF-gRPC-Bench.

Table 8
The details of IOzone and Iometer.

can configure the NVMe perf in many aspects like the workload charac-
terizations (e.g., the percentage of Read/Write, with/without random
Read/Write), the data movement protocols (e.g., PCIe, RDMA, TCP),
and the execution time [87].

Besides the hardware, modern data centers also have different
torage systems. Two surveyed benchmarks for storage systems are
hown in Table 8. IOzone [88] is a filesystem benchmark to measure
he file operations in storage systems. Iometer [89] is an I/O subsystem
easurement tool for single and clustered systems. And one bench-
ark for EC (Erasure Coding) coder on distributed storage systems.
C-Bench [90] is an erasure coding scheme benchmark for storage
rchitectures with description details in Table 9.

.5. GPU applications benchmarks

GPU has been becoming incredibly popular for compute-intensive
orkloads in data centers and HPC clusters in recent years. Two
opular deep learning frameworks, TensorFlow [91] and PyTorch [92],
rovide benchmarks to evaluate deep learning models, such as Per-
Zero [93] and TorchBench [94]. PerfZero is a benchmark framework
22
Table 9
The details of EC-Bench.

Table 10
The details of PerfZero and TorchBench.

for debugging and tracking the TensorFlow performance regression
and change. TorchBench includes a collection of open-source bench-
marks to evaluate models and workloads with PyTorch. More details
about PerfZero and TorchBench are shown in Table 10. The PARAM
benchmark [95] from Meta Platforms (Facebook formerly) can both
evaluate the performance of communication components in the Py-
Torch deep learning framework, and evaluate the application-level
workloads, like deep learning recommendation models [96,97]. Deep-
Bench [98] produced by BaiduResearch is another benchmark for eval-
uating deep learning operations on different platforms. NCCL (NVIDIA
Collective Communications Library) [99] and Gloo [100] provide their
benchmarks on collective communication libraries, which are NCCL
Tests [101] and Gloo Benchmarking [102] to evaluate the performance
on collective operations.

OSU Micro-Benchmarks also provide several extensions for GPU
programming models and libraries, such as CUDA [103], ROCm [104],
and OpenACC [105] extensions by configuring with --enable-cuda,
--enable-rocm, and --enable-openacc in the runtime [14].

4.6. Key-Value Store benchmarks

Key–Value Store holds a data storage model that stores associa-
tions between keys and values. Keys are primitives, and values can
be primitive or complex. It is popular in the big data community
and widely used in NoSQL databases in data centers because of its
high efficiency and scalability. We surveyed two benchmarks for Key–
Value Store. YCSB [106] (Yahoo! Cloud Serving Benchmark) is used
for evaluating the performance of key–value and cloud serving stores.
YCSB provides five workloads with different percentages of database
operations and evaluates three metrics of performance: the latency
of requests, the database performance when increasing machines, and
the database performance with increasing machines while the sys-
tem is running. OSU HiBD-Benchmarks [107] provide benchmarks for
evaluating Memcached and HBase based Key–Value Store.

4.7. Microservice benchmarks

Microservice is a type of cloud service architecture. Unlike tradi-
tional monolithic applications, microservice consists of multiple ser-
vices working together to finish a workload. Therefore, communi-
cations happen frequently among services via interconnects in data
centers. We surveyed two benchmarks for microservice workloads.
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Table 11
The details of DeathStarBench.

Table 12
The details of 𝜇Suite.

DeathStarBench [108] is an open-source benchmark suite for microser-
vices on cloud and edge systems, and the details are shown in Table 11.
𝜇Suite [109] can be used for evaluating the influence of OS and
network on microservices, and the details are shown in Table 12.

4.8. Summary

The above-mentioned application-level benchmarks can represent
broad range of data center applications, including HPC, big data,

I, and cloud computing. In this survey, we choose MPI and PGAS
ased benchmarks as application examples and run them on different
nterconnects. MPI and PGAS based benchmarks have been designed
nd maintained for many years with a lot of contributed optimizations
rom the community. Our experience also reveals that they are easy
o deploy and convenient to run. The experiment results are shown in
ection 5.

. Experiment

This section presents performance characterizations with the se-
ected benchmarks on various hot interconnects.
23
Table 13
The details of the testbeds in the experiments. PADSYS and Pinnacles [110] clusters
are used in Section 5.2 and Section 5.3, Bebop [111] and JLSE [112] clusters are used
in Section 5.4.

Testbed
(Nodes)

Interconnect
(Gbps)

Intel Xeon
CPU

RAM
(GB)

Communication
Subsystem

PADSYS
(2)

InfiniBand
(200) Gold 6330 256 OFED

MLNX-5.5
Pinnacles
(40)

InfiniBand
(100) Gold 6330 256 RHTL 8.6

IB Driver
Bebop
(36)

Omni-Path
(100)

Broadwell
E5-2695v4 128 Libfabric [25]

v1.15.1
JLSE
(13)

InfiniBand
(100)

Platinum
8180M/8176 768 UCX [113,114]

v1.13.0

Fig. 2. The latency of Perftest on 200Gbps InfiniBand, Perftest on RoCE (25Gbps
Ethernet), Netperf on 10/25Gbps Ethernet, and Netperf on IPoIB (200Gbps InfiniBand).

5.1. Benchmarking setup

We run benchmarks on different clusters with various interconnects
and Table 13 shows the details of each cluster. We try to keep the
comparisons of the experiment results as fair as possible by: (1) allocat-
ing nodes in the same rack across different experiments; (2) tuning the
number of iterations (Perftest) or time duration (Netperf) of benchmark
options until getting the relatively stable results.

5.2. Micro-benchmark evaluation

We organize the following experiments using two programming
models, RDMA and socket, with two Perftest and Netperf micro-
benchmarks on three 10/25 Gbps Ethernet and 200 Gbps InfiniBand
interconnects. We discuss the experiment results in three aspects:
(1) the latency comparison; (2) the bandwidth usage comparison;
(3) the impact on the performance using two different InfiniBand
interconnects.

5.2.1. Latency
Fig. 2 shows the latency of benchmarks based on different network.

The Perftest benchmark on 200 Gbps InfiniBand, the fastest intercon-
nect in our experiments, has the lowest latency because of the nature
of kernel-bypass and high-performance protocol in RDMA. Although
RoCE also supports RDMA, the hardware it uses is 25 Gbps Ethernet
on our testbed which is lower than 200 Gbps InfiniBand, so the Perftest
on RoCE are slower than those on InfiniBand. The Netperf [12] is a TCP
benchmark running on IPoIB and 10/25 Gbps Ethernet. Due to the well-
known heavy overhead of TCP [29,115], the latency numbers of these
three are far slower than the native RDMA designs, and the latency

becomes larger with the decrease of the network bandwidth.
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Fig. 3. The bandwidth of Perftest on 200Gbps InfiniBand, Perftest on RoCE (25Gbps
Ethernet), Netperf on 10/25Gbps Ethernet, and Netperf on IPoIB (200Gbps InfiniBand).

.2.2. Bandwidth
Fig. 3 shows the bandwidth comparisons using different benchmarks

n different interconnects. The RDMA benchmark, Perftest, runs on
00 Gbps InfiniBand and can achieve the highest bandwidth of Infini-
and when the message size is large enough (4K bytes) because of the
K bytes MTU setting on InfiniBand. The same benchmark running on
5 Gbps Ethernet, shown as RoCE in the figure, shows the same behav-
or but its MTU is 1K bytes so RDMA RoCE saturates the bandwidth
arlier than the one on RDMA IB. The Netperf benchmark running
n 10/25 Gbps Ethernet shows a similar behavior when the message
ize is larger than one MTU (1K bytes) but does not show the same on
00 Gbps InfiniBand. The reason is the TCP protocol stack overhead by
eploying IPoIB on InfiniBand. We also observed the unstable results
n Netperf benchmark evaluations and the reason could come from
he performance fluctuation nature of TCP. Therefore, we ran the
xperiment five times for each one and took the average results to show
n the figure.

.2.3. InfiniBand EDR VS. HDR
200 Gbps InfiniBand (HDR) is emerging as a replacement of the

idely-used 100 Gbps InfiniBand (EDR) in data center and HPC clus-
ers. Therefore, it is high time to use benchmarks to compare the
erformance characteristics between EDR and HDR. In this experiment,
e run the same benchmark, Perftest, on these two kinds of InfiniBand

nterconnects. Fig. 4 shows the bandwidth comparison and Fig. 5 shows
he throughput comparison. As we expect, the saturated bandwidth
when message size is larger than 4K bytes, which equals to one MTU)
f IB HDR is around two times that of IB EDR. We observe that the
hroughput of IB EDR is lower than the throughput of IB HDR all
he time, and the IB HDR throughput numbers are 1.5X–2X times of
he EDR numbers, which corresponds to the bandwidths differences
etween IB EDR and HDR. For read in 4K bytes message size, its
erformance is poorer than send and write. The reason is the read
equests need to be maintained with more context overhead to wait
he responses arrive [68].

.3. MPI benchmark evaluation

This section gives the evaluation results (latency, bandwidth, and
hroughput) with OSU MPI Micro-Benchmarks on IB EDR and HDR.

.3.1. Latency
The latency evaluation is shown in Fig. 6. MPI adds an extra

oftware layer over low-level RDMA verbs. Therefore, the latency of
PI is slightly higher than that of Perftest in Section 5.2. The first

bservation is that running MPI on IB HDR has lower latency than on
B EDR, as expected. The second observation is that the average latency
ill increase with more processes usage, which scenario is closer to the

eal world because of the more communication overhead.
24
Fig. 4. Bandwidth evaluations on IB EDR and HDR.

Fig. 5. Throughput evaluations on IB EDR and HDR.

Fig. 6. OSU Micro-Benchmarks for MPI latency on multiple process pairs scenario. The
first number in the bracket means the number of process pairs, and the second number
is the highest bandwidth of InfiniBand.
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Fig. 7. The OSU Micro-Benchmarks for MPI bandwidth and throughput on multiple
rocesses scenario.

.3.2. Bandwidth
We also see the same trend as in Section 5.2.2 when the MPI

enchmark runs on different IB interconnects in Fig. 7(a): The saturated
andwidth on IB HDR is two times the saturated bandwidth on IB
DR. The more processes are used, the earlier the bandwidth will be
aturated.

.3.3. Throughput
Although in Section 5.2.3 we can see that when the message size

s the same, the throughput of Perftest on IB EDR is lower than that
n IB HDR, we do not get the exact same behavior on the throughput
f OSU Micro-Benchmarks for MPI which is shown in Fig. 7(b). The
eason comes from different aspects. When the message size is small,
PI cannot saturate the bandwidth, so the throughput is almost the

ame at that stage. When the message size becomes larger, the through-
ut decreases rapidly and starts to saturate the bandwidth. We can
bserve that the throughput of IB HDR is around two times that of
B EDR, corresponding to the bandwidth ratio between two InfiniBand
nterconnects.

.4. PGAS benchmark evaluation

We use OSU Micro-Benchmarks for OpenSHMEM to characterize
he performance of running OpenSHMEM benchmarks on different
nterconnects. We use Sandia-OpenSHMEM (SOS) [116] because SOS
 u

25
Fig. 8. OSU Micro-Benchmarks for OpenSHMEM for point-to-point communication on
Omni-Path and InfiniBand.

is one of the native OpenSHMEM implementations. To evaluate how
interconnect influences the OpenSHMEM performance, we evaluate the
latency of point-to-point communication on 2 nodes (1 PE per node)
and collective communication on 8 nodes (1 PE per node) on two
different interconnects: Omni-Path Fabric and InfiniBand with the same
100 Gbps bandwidth. Fig. 8 shows the latency performance comparison
that are divided into two parts, point-to-point operations: put and get,
and Fig. 9 shows the comparison of collective operations: broadcast
(one-to-all) and alltoall (all-to-all).

For the point-to-point communication in Fig. 8, the latency results
on Omni-Path and InfiniBand are comparable in most cases. The latency
of get operation on Omni-Path is slightly better than that on IB with
medium message size (∼1K bytes). When it goes to large messages (16–
512K bytes), the latency of IB is better than that of Omni-Path for both
put and get operations. Although SOS has some specific optimizations
on Omni-Path, we do not observe the corresponding optimizations
compared with IB for put and get, which could attribute to the hetero-
geneous hardware configurations, like the cache size or CPU, on two
clusters.

The collective communication performance is shown in Fig. 9.
InfiniBand shows a lower latency number than Omni-Path in most
cases, except for alltoall operation in small message size. Especially,
the latency number of alltoall operation on Omni-Path is much slower
han the one on InfiniBand. In addition to the heterogeneous hardware
onfigurations, the different network frameworks (Libfabric on Omni-
ath and UCX on InfiniBand) could also be why the performance is
ifferent.

. Discussion

This section summarizes some improvable aspects of existing bench-
arks as we have observed after showing the example experiments

nd performance characterization results. (1) It is not always easy to
et stable numbers. As we mentioned earlier, many benchmarks are not
table, and we may need to tune many parameters carefully or take the
verage of multiple rounds of running to get stable numbers. (2) Not
any benchmarks provide reference numbers. Some benchmarks do not
ive reference numbers so that the users cannot evaluate whether their
esults are reasonable or not. Hence, we encourage our community
o publish more reference numbers with the surveyed benchmarks in
his paper on various interconnects as guidance. (3) Some benchmarks
ack clear instructions or specifications. Some benchmarks assume that

sers are experts and do not provide clear instructions or specifications
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Fig. 9. OSU Micro-Benchmarks for OpenSHMEM with Broadcast and Alltoall on
Omni-Path and InfiniBand.

about benchmark installation, configuration, and usage information.
(4) Not many benchmarks provide detailed warnings. We find that the
roper warning messages are helpful for benchmarking. For example,
erftest can warn the users when ‘CPU frequency is not max’. (5)
enchmarks usually use different ways to calculate and present numbers.
ome benchmarks may use number of iterations to characterize perfor-
ance, while some use time duration. Some benchmarks present the

est performance numbers, while some benchmarks give the average
erformance numbers. Therefore, users need to compare the numbers
cross benchmarks carefully.

. Related work

Besides the related survey studies and benchmarks discussed in Sec-
ion 1, 3, and 4, this section summarizes more benchmarking studies.
Benchmarking distributed storage systems: The distributed stor-

ge benchmarks evaluate how the storage system serves requests for
eading and writing files and objects. For example, SKB [117] sup-
orts performance benchmarking of 43 distributed storage systems.
he Cloud Object Storage Benchmark [118] is for benchmarking cloud
bject storage services. Acquaviva et al. [119] developed a benchmark
o evaluate different Cloud Distributed File Systems.
Benchmarking big data systems: Many benchmarks are proposed

o evaluate the big data systems with the big data boom. HiBench [120]
nd MRBench [121] are designed for evaluating MapReduce systems.
extBenDS [122] is applied to evaluate the performance of Hive,
park, and MongoDB on a textual corpus. The TPC [123] organiza-
ion designed benchmark standards what were data-centric benchmark
nd disseminated verifiable data to the industry. Wang et al. [124]
iscussed the challenges of using the widely-used benchmarks (TPC-C
nd YCSB) for systems evaluation. DCQCN [125] and DSCP-BASEDPFC
126] introduce how to benchmark and monitor the RDMA traffic on
ata centers with RoCEv2 networks.
Benchmarking AI systems: Both AIBench [127–129] and MLPerf

130–132] cover a broad diversity of scenarios to evaluate the AI
ystems. DataPerf [133] benchmarks the datasets in machine learning
nd the algorithms in processing these datasets. HPC AI500 [134]
s a benchmark suite to evaluate HPC systems that run real-world
orkloads.
Benchmarking computing systems: SPEC (Standard Performance

Evaluation Corporation) [135] designed standardized benchmarks and
tools to evaluate performance and energy efficiency for computing sys-
tems. PARSEC (Princeton Application Repository for Shared-Memory
26
Computers) [136] benchmarks the workloads and shared-memory pro-
grams for chip-multiprocessors and contains thirteen programs in dif-
ferent areas.

To the best of our knowledge, we are the first to extensively survey
the benchmarks for hot interconnects.

8. Conclusion

This paper presents an extensive survey on hot interconnects in
modern data centers and HPC clusters and associated benchmarks
to help the community understand these advanced interconnects bet-
ter. After introducing some representative modern interconnects and
their features, we survey some commonly used micro-benchmarks and
application-level benchmarks that can be used on these interconnects
to measure their performance. Based on the micro-/application-level
benchmarks survey, we conduct experiments on some kinds of real in-
terconnects with the corresponding benchmarks, illustrate performance
characteristics of these interconnects, and provide our interpretation of
the experiment results. Considering the continuous evolution of data
center interconnects and benchmarks in the future, we also discuss
existing benchmarks’ improvable aspects and our insights for future
benchmark design and development.
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A B S T R A C T

Financial service providers find blockchain technology useful to enhance authenticity, security, and risk
management. Several institutions are adopting blockchain in trade and finance systems to build smart contracts
between participants, improve efficiency and transparency, and open up newer revenue opportunities.
Blockchain’s unique recording capabilities make the existing clearing and settlement process redundant. Banks
and other financial entities are adopting blockchain-enabled IDs to identify people. Better results come from
organisations’ capacity to foresee emerging trends in financial blockchain applications and develop blockchain
functionality. The transfer of asset ownership and addressing the maintenance of a precise financial ledger.
Measurement, communication, and analysis of financial information are three significant areas to be focussed
on by accounting professionals. Blockchain clarifies asset ownership and the existence of obligations for
accountants, and it has the potential to improve productivity. This paper identifies and studies relevant articles
related to blockchain for finance. This paper focuses on Blockchain technology and its importance for financial
services. Further takes up various tools, strategies, and featured services in Blockchain-based financial services.
Finally, the paper identifies and evaluates the significant applications of Blockchain technology in financial
services. Credit reports significantly impact the financial lives of customers. Recent data breaches demonstrate
the superior security of blockchain-based credit reporting over conventional server-based reporting. Blockchain-
based systems enable the faster, more cost-effective, and more customised issuance of digital securities. With
its adoption, the market for investors can be expanded, costs for issuers can be reduced, and counterparty risk
can be reduced due to the ability to customise digital financial instruments to the demands of investors. It
uses mutualised standards, protocols, and shared procedures to give network users a single common source
of truth. Participants in the business network can now more easily collaborate, manage data, and agree with
this technology’s application.
1. Introduction

Blockchain offers a decentralised system in which users can update
he blockchain network. Blockchain networks are devoid of interference
rom financial institutions. Information can be stored on blockchains,
nd the digital ledger system facilitates information sharing. It can be
tilised to communicate information with network users directly. A
ecure network for performing transactions is provided by Blockchain.
ecause of its robust security mechanism, blockchain technology ap-
eals to various businesses. Each company’s accounting functions are
ow carried out independently, and the data reconciliation process
equires time and personnel [1–3]. Blockchain technology can address
his issue by allowing for the real-time recording of transactional,
ontractual, and other information in a shared ledger. It implies that

∗ Corresponding author.
E-mail addresses: mjavaid@jmi.ac.in (M. Javaid), ahaleem@jmi.ac.in (A. Haleem), singhrp@nitj.ac.in (R.P. Singh), dr.r.suman@gbpuat-tech.ac.in
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automatic verification of legal compliance will take place. The effec-
tiveness of the organisation’s operations will be significantly increased.
The consumer experience might be enhanced, making data transac-
tions and identities more secure. Blockchain is based on a distributed
ledger concept that logs every transaction and maintains the timeline
and veracity of that information on a secure, tamper-proof worldwide
network [4,5].

As the digital revolution advances, this technology can help to
maintain the balance between technology, user data, and privacy.
The emphasis on confidentiality may increase while data management
may also benefit. The audit process is more transparent and faster
when accounting documents between counterparties are trustworthy
and current. Auditor attention might be focused on more compli-
cated and divisive problems rather than reviewing many everyday
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transactions. As a result, neither auditors nor accountants were elim-
inated due to process automation [5,6]. Artificial intelligence and
Blockchain are two very different technologies with exceptionally
diverse applications. Contrarily, artificial intelligence relies on secure
data that cannot be accessed or replicated and is a highly centralised
service. Numerous advantages stem from their collaboration, especially
in financial assistance. Blockchain technology allows for seamless com-
munication between the parties involved in transactions, eliminating
the need for recordkeeping in the order-to-cash, record-to-report, and
procure-to-pay processes [7–9].

Smart contracts enabled by blockchain technology can help all
arties create legally binding financial agreements that they will ex-
cute with a guarantee once all prerequisites have been satisfied. Like
raditional contracts, smart contracts enforce the terms in real-time
nd without ambiguity on a blockchain, cutting out the intermediary
nd enhancing responsibility for all parties in ways regular contracts
annot [10–12]. Since a decentralised network of computers handles
ntermediary duties through the internet, the distributed ledger solution
oes not require a reliable third party. Every transaction is documented
n a digital ledger, disseminated to every network member, and publicly
vailable. The network can confirm asset ownership and transparent
ransactions since each network member has a legitimate copy of the
edger, making it a more secure mechanism than the existing central
edger approach [13–15].

Digital technology has created new opportunities for increased
ollaboration. Financial accounting procedures have been altered by
loud-based applications with analytics specialised for particular use
ases such as account payables and receivables, contract administra-
ion, reporting, and others. The safest forms of payment are cash,
ashier’s checks, and wire transfers. However cannot tacks wire trans-
ers, which take time, and cash. Payments made using blockchain
echnology do away with these problems and increase customer con-
idence. Technology makes real-time cash transfers between financial
nstitutions possible, lowering friction and expediting settlement. This
echnology offers the potential for automation and is ideal for tracking
ransactions. Financial service providers can use smart contracts to
onitor buyer payments and seller deliverables [16–19]. This article
iscusses blockchain technology, its need, tools, features and significant
pplications of Blockchain for finance services.

The remaining paper is structured into ten sections. Section 2 devel-
ps the understanding of blockchain, whereas Section 3 highlights the
mportance of blockchain in finance; Section 4 outlines the research
bjectives. Section 5 highlights strategies in blockchain for financial
ervices, Section 6 discusses the Services of Blockchain Technology in
he Financial area, and Section 8 provides the potential applications
f blockchain in finance. Section 9 addresses the limitation of the
tudy, Section 10 provides the future scope of the study, and the last
ection 11 concludes the study.

. Blockchain

A blockchain comprises of blocks, chains, nodes, and master nodes.
odes are in-charge of the network’s blocks. Adding blocks to the
lockchain is a challenging operation requiring mathematical problem-
olving. The blockchain network’s capacity to expand endlessly is con-
trained by the task of solving challenging mathematical puzzles. Hack-
ng, cheating, or otherwise altering the blockchain network is virtually
mpossible due to the uniqueness of hash codes. Blockchain is a dis-
ributed ledger in which a copy of the ledger is kept on each connected
omputer. The network is called the Blockchain because it consists
f interconnected blocks serving transaction records. The idea and
unctioning of cryptocurrencies depend on the blockchain network
20–22].

A blockchain is a digital transactional ledger. Its structure, in which
eparate data, known as blocks, are connected in a single list known as
30
a chain, gives rise to the name. Blockchains have numerous uses besides
keeping track of monetary transactions like those involving Bitcoin. A
blockchain manages and stores data, making it hard or impossible to
alter, hack, or defraud the network [23,24]. A blockchain is a network
of computer systems that duplicates and distributes copies of a digital
transaction record. Modern technology has long been employed in the
financial industry to guarantee data and process security. Blockchain
has already gained popularity in the banking sector. Blockchains allow
for the safe, dependable, and verifiable conduct of financial trans-
actions, as demonstrated by the emergence of cryptocurrencies [25,
26].

Blockchain is a digital database that enables simultaneous storage
of certain operation records across numerous machines. Digital data
on transactions, contracts, and contact databases are stored using
this technology as a series of interconnected blocks. The absence of
transparent and unambiguous financial system regulations exposes the
business to common mistakes and inaccurate information interpretation
[27,28]. Blockchain technology addresses the majority of these prob-
lems and dramatically lowers financial risk. The importance of
Blockchain technology is becoming more widely known. It is sur-
rounded by a small number of people trying to figure out how to adopt
and use this technology’s advantages in their companies. The main goal
of founding banks was to unite the population and make it possible for
them to engage safely and efficiently through trade and commerce. A
creation that makes it easier to complete various activities on a global
scale is the blockchain platform [29–31].

3. Need of blockchain

The global financial system provides services to billions of peo-
ple daily while managing trillions of cash. Such ambitious objectives
come with several difficulties that the finance sector has been coping
with for a long time. These issues include the expenditure of having
numerous stakeholders, delays, extra paperwork, and data breaches,
resulting in enormous losses the business endures each year. The issues
facing the global financial system may be resolved by blockchain
technology [32,33]. In addition, the cost of the current stock market
is increased by the presence of organisations like regulators, brokers,
and the stock exchange. System effectiveness can be increased by using
a decentralised management strategy for stock exchanges. There is no
need for external regulators because smart contracts can be created
on Blockchain. Equity markets are getting ready to decentralise as a
result. Blockchain technology makes it possible to conduct every type
of investor-company interaction securely and without intermediaries,
lowering expenses [34–36].

The financial sector has suffered several difficulties for a very long
time. Numerous issues have been solved due to tremendous techno-
logical advances, yet some innovations have brought forth new issues.
Since so many fintech options are available today, it can be challenging
for financial service providers to choose the one that would work best
for them. As a result, they look for a comprehensive solution that can
handle all the pressing problems. The use of Blockchain for financial
services is quite exciting and has the potential to address substantial
business issues [37–39]. Due to centralisation, the financial industry
must spread a considerable sum of money over numerous businesses.
Financial service providers must invest in accounting, database upkeep,
central database procurement, value transfer systems, database secu-
rity, labour costs, and commissions for intermediaries. Financial service
providers also need to budget for each of these assets regularly because
they are all recurrent. A financial service system can become expensive
due to all the additional expenses [40,41].
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Fig. 1. Several tools and methods in blockchain for financial domain.

. Research objectives

Blockchain-based technologies may potentially aid in the develop-
ent of capital markets. Traditional trade financing techniques have

ong been a source of annoyance for firms, as the lengthy processes
requently disrupt operations and make liquidity challenging to man-
ge. Blockchain can ease cross-border operations and streamline trade
inance transactions. It facilitates business transactions beyond regional
r geographic boundaries in a secure manner. Blockchain is particularly
uited to tasks like real-time tracking commodities as they move and
hange hands across the supply chain due to its immutable record.
sing a blockchain gives businesses that deliver various items and
ossibilities. Events in a supply chain, such as allocating arriving items
o different shipping containers, can be queued up using entries on a
lockchain. A novel and flexible method of organising and utilising
racking data are provided by blockchain technology [42–45]. The
rimary research objectives of this paper are as under:
RO1: - to brief about Blockchain technology and its need for finan-

ial service;
RO2: - to discuss the tools and strategies in Blockchain for financial

ervices;
RO3: - to study the various featured services of blockchain technol-

gy in the financial domain;
RO4: - to identify and study the significant applications of

Blockchain technology in finance service.

5. Tools and strategies in blockchain for financial services

Several featured tools and methods have been observed in the broad
omain of blockchain technology for financial services and its structure.
ig. 1 reflects the various tools and strategies in blockchain applications
or financial services, found impressive over time. These methods and
ools are pretty smart and practical for handling real-time financial
ssues through the concepts of Blockchain. The highlighted soft tools
re parity, geth, solc, mtyhx, truffle, infura, metamask, etc. These smart
nd advanced tools further ensure the future of blockchain practices
owards strengthening financial services and their domains [46–48].

The financial services industry has speculated about Blockchain’s
ossibilities for the last ten years. Blockchain is essentially a ledger of
ecorded financial transactions. Several locations disseminate, publish,
nd store this ledger. When a transaction occurs, it is recorded in
ach ledger copy through block creation. This helps to ensure that
ransactions are accurately recorded [49,50]. Blockchain is practically
nchangeable and incredibly secure because there are multiple copies
f the ledger; to alter or falsify any section of the record, a hacker
31
would have to alter every copy of the ledger simultaneously, which is
exceedingly challenging to do. Blockchain promotes confidence among
commercial partners and allows for safe, straightforward transactions.
It makes creating and using deterministic smart contracts tamper-
proof programmes that automate business logic, boost efficiency, and
promote trust. At every stage of the software stack, it provides market-
leading technologies for granular data privacy, enabling selective data
sharing in corporate networks [51–53].

Compared to regular securities, digital securities can be issued faster
and more efficiently. Customised digital financial instruments can be
created by issuers and directly matched to investor demand. These
are fractionalised ownership of real-world assets, tokenised micro-
economies, safe, scalable, and rapid asset transfers, and more. Due to
these benefits, governance systems are more transparent and account-
able, businesses are run more effectively, and stakeholder incentives
are better aligned [54–56]. Venture capital, private equity, real estate
funds, and specialist markets are under pressure to strengthen liability
risk management, implement more dynamic decision-making frame-
works, and address the increasing complexity of ever-changing rules.
Blockchain can enhance stakeholder and asset management greatly.
Blockchain applications in finance are among the most promising be-
cause digital currencies were the first thing to be stored on them
[57,58].

For instance, smart contracts might be used by an insurance firm
to speed up the claim’s procedure. The codes built into the Blockchain
will automatically assess claims when a client submits one. The smart
contract will be carried out, and the client will be compensated if it is
valid. Most financial institutions demand that their clients undergo an
identity verification process to prevent fraud and money laundering. A
digital ledger is produced when a new block is created for each trans-
action and added to the chain [59–61]. The potential for blockchain
use in finance has increased with the significant benefits of blockchain
ledgers over conventional digital ledgers. A distributed digital ledger
can be created using blockchain technology. As a result, processing and
storing transaction data are not needed by a single third party. Due
to the absence of a centralised repository for keeping transaction data
with a unique security mechanism, using Blockchain can eliminate the
potential of transaction data hacking [62,63].

Blockchain applications in banking may be easier to use and less
expensive. Security with blockchain technology is among the many
aspects that encourage using this technology in banking. Blockchain
secures its transaction ledger via encryption. As a result, the data was
only accessible to those with a unique key code. Many different fintech
solutions are currently available in the financial sector. As a result,
financial service providers typically struggle to find the correct answer
to their problems. Blockchain applications in finance can help solve
some of the industry’s biggest problems [64–66]. All around the world,
financial services are still run in a conventional, centralised, and multi-
layered fashion. Most financial data is kept in centralised systems and
must go via several intermediaries, and transparency is compromised.
Furthermore, database security and intermediaries are the only factors
that affect data security. On the other hand, even databases with the
highest levels of security are susceptible to hacking and data breaches.
Because no one is aware of any disparities until a data breach or other
system error is found, a lack of transparency usually results in complex
security issues [67–70].

Policymakers might support the creation of teaching materials
on blockchain technology. Users might be able to avoid frequent
blockchain frauds, and businesses might find additional capacity to
deploy the technology. Policymakers may use blockchain technology
to accomplish their own unique goals. This could help organisations
in public, and private sectors decide whether the technology can help
solve particular issues [71,72]. Organisations attempting to integrate
blockchain technology with their current systems may find this to be
more accessible as a result. Based on blockchain technology, policy-

makers could explain current laws and regulations or create new ones.
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Fig. 2. Specific and typical services of blockchain in financial sectors.

his would lessen the ambiguity surrounding the potential regulation
f various technological implementations, increasing the comfort level
f businesses and others in embracing blockchain solutions [73–75].

Blockchain applications use two types of security keys: private and
ublic keys. All network users have access to the public key, but only
he participants in a transaction can access the private key. As a result,
sers inside a network can see the transaction, while participants can
nly access the transaction’s specifics. Blockchain can preserve financial
ystem transparency while safeguarding the private financial data of
ransaction stakeholders [76,77]. Nearly every industry in the world
ould experience a fundamental shift in how business is conducted due
o blockchain technology. As the technology and its use cases develop
nd advance, Blockchain enables businesses to create better trans-
arency, traceability, and operational efficiency for various business
ransactions and contracts. Financial institutions are looking at ways
o use Blockchain to its full potential, including identifying product
pportunities, resolving regulatory issues, and overcoming challenges
n recognising/assessing risks and corresponding controls [78–80].

. Various featured services of blockchain technology in the finan-
ial domain

Apart from the various developments and advancements made in
he scope of blockchain practices for the finance sector, there are
everal featured services, too, for making financial services impact-
ul in real-time applications. Fig. 2 exemplifies the several featured
ervices, such as; cross-border financial transactions, trade finance
latforms, proper reporting of credits, clearing and settlements, and
igital identity verification. These featured services and developments
n the blockchain sector will offer a capable blockchain-based financial
ector [81–83].

Authorities in the financial sector and Blockchain specialists claim
hat by bringing visibility and reducing friction along the lengthy list of
ransactions that typically precede financial interactions, Blockchain is
nhancing security, reducing risk, and saving money. These blockchain
enefits save financial institutions expenses to some extent. Financial
nstitutions have typically acted as a bridge between different par-
ies, involving labour-intensive, complicated processes that slow down
ransactions [84,85]. Given the immutability of Blockchain, it is simple

o understand why the technology is perfect for financial applications

32
since it allows for safe, simple transactions and promotes trust between
participants. Technology can automate and optimise services while
lowering fraud, so even banks stand to gain significantly. Through
Blockchain, a financial institution can secure identity information, and
financial institutions can boost consumer confidence while preventing
fraud and accelerating the verification process [86–88].

Blockchain technology is a tamper-proof log of sensitive activities
that are efficiently and securely created. Therefore, it is perfect for
money transfers and international payments. One can automate the
entire procedure on the Blockchain, increasing the process efficiency
while reducing the number of intermediaries traditionally needed in
these transactions. Blockchain technology can lower the cost of pay-
ments by removing the requirement for banks to settle transactions [89,
90]. The majority of regulatory supervision relies on recordkeeping,
but there is no disputing that the repercussions of not maintaining
records are much harsher. As a result, firms cannot compromise on
compliance. By using Blockchain, regulators and corporations may
access real-time record updates, reducing delays and making it easier
to spot irregularities. Blockchain’s central encryption is particularly
beneficial for record administration because it eliminates duplication,
fraudulent entries, and other issues [91–93].

Additionally, when banks collaborate on a Blockchain, the overall
costs of the Blockchain and its supporting ecosystem could be higher
than the separate costs associated with handling transactions at a
particular bank. However, there is a significant cost decrease because
the expenditures are split among all participating institutions. Because
smart contracts automatically execute after specific pre-established con-
ditions are satisfied, they increase contractual term performance when
utilised by banks and other financial organisations [94–96]. These
smart contracts must be solidly grounded in the law and adhere to
all applicable regulations, including cross-jurisdictional compliances if
necessary. Blockchain can be helpful in complex financial asset trans-
fers controlled by an unchangeable set of business rules that can au-
tomatical certain types of disputes. Peer-to-peer transactions are made
possible by Blockchain, which is one of its main advantages because
it does away with the necessity for a reliable middleman. Blockchain
technology may make obsolete fee-charging intermediaries like cus-
todian banks and clearers in the financial services sector. Blockchain
offers excellent capital optimisation because banks’ operational costs
have been significantly reduced [97,98].

Blockchain transactions are currently automatable and
programmable. These fundamental components set the stage for the
financial services industry to achieve preferred-of levels of efficiency,
transparency, and security. The capital market, which allows for trad-
ing financial securities like shares and bonds, is used by businesses
to raise money and might be significantly impacted by Blockchain.
This technology is feasible to issue and exchange assets quickly and
do so for less money, and the new blockchain technology makes no
middlemen. The ability to more fully customise blockchain technology
[99–101]. Substituting streamlined, automated processes with labori-
ous, paper-based ones has the potential to boost trade efficiency. A
public blockchain can be a fantastic tool for collaboration because it is
decentralised and cannot be held by one single entity. Bank transactions
may be settled directly and tracked more efficiently with a distributed
ledger technology like Blockchain than current methods [102,103].

High-tech securities are replacing conventional securities in the
banking sector. By simulating recent asset transactions on the
Blockchain, the business has started to test the Blockchain. However,
there is still some room for the success of the blockchain solution.
One of the most important advantages of Blockchain is the history
of unchangeable transactions. This will help to lower the number of
crimes against financial institutions. Smart contracts have been made
possible by using blockchain technology. Agreements based on tamper-
proof algorithmic executions and decentralised consensus are known
as smart contracts. A group of digital agreements contains the terms

and conditions pledged by contract participants. With its programmable
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protocol, the smart contract makes it possible to execute and automate
contract terms [104–106].

Smart contracts can save costs for information gathering and pro-
essing, contract formulation and negotiation, agreement monitoring &
nforcement, and relationship management, sometimes enabling more
arket-based governance structures. Due to the safe storage system and

ssurance that actions are carried out automatically without human er-
or or the involvement of intermediaries in the payment process, smart
ontracts generally have the potential to boost data trust [107–109].
mart contracts can potentially improve open account trading parties’
onfidence, promote trade transaction transparency, ensure data ve-
acity, lower the risk of errors or fraud, and simplify the exchange
f payments. Blockchain applications go beyond Bitcoin and other
ryptocurrencies. Any transaction or ownership information, including
angible assets (like real estate) and intangible assets (like intellectual
roperty), can be recorded and tracked using blockchain technology.
dditionally, it may automate contracts, making creating and carrying

hem out much simpler [110,111].

. Blockchain technology applications in finance service

Blockchain technology shows potential applications for financial
ervices. Transaction fees, which traditional financial institutions profit
rom, could be reduced or eliminated by blockchain technology. Con-
umers must rely on banks or outside organisations to conduct trans-
ctions involving money transfers. The implementation of blockchain
echnology may avoid intermediaries like banks, thereby removing
ees and other expenses related to these services [112,113]. As a
esult, banks can experience problems with volume and transaction-
ased revenue. It makes it possible for private and public chains to
ommunicate. By enabling previously unheard-of degrees of connected-
ess and programmability among goods, services, assets, and holdings,
he digitisation of financial instruments, which includes digital assets,
mart contracts, and programmable money, extends the advantages
f blockchain technology. Digitisation permits asset provenance and
omplete transaction history in a single shared source of truth while
uaranteeing data integrity. Increased automation improves opera-
ional effectiveness overall. The real-time settlement, auditing, and
eporting are made possible, and processing durations, the chance of
rror and delay, and the number of stages and intermediaries involve-
ent are required to reach the same levels of trust as conventional
rocesses are all decreased [114–116]. Table 1 discusses the significant
pplications of blockchain technology in financial services.

Blockchain is a technology that makes a readily available, secure,
nd impenetrable record of online transactions. Like the internet, a
lockchain is a shared record of transactions dispersed across an ex-
ensive network of users and lacks a central authority. It is made
p of several data blocks, each of which contains a collection of
ransactions. The blocks are said to be connected and protected by
utting-edge cryptography. Major stock exchanges are looking into
ow Blockchain could enable almost instantaneous stock settlements
y lowering transaction times and overhead [276,277]. It increases
ecurity and transparency while automating compliance with smart
ontracts. The financial services sector uses blockchain technology
ore frequently; this invention has revolutionised the global finan-

ial system and improved its efficiency and security. Numerous ways
lockchain technology is enhancing the global financial services sector.
he principle of building a worldwide network utilising Blockchain that

s both cost-effective and possibly transparent is known as "cross-border
ettlements’’, and it is the major advantage of Blockchain. Costs are
educed while service seekers receive value additions [278–280].

Blockchain technology can reduce costs for financial services
roviders and end users while enhancing payment transparency, effi-
iency, trust, and security. Before the advent of blockchain technology,
ayments between banks could take up to a week to transfer. Through

igital currencies and distributed ledger technologies, payments are
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quicker, less expensive, and more convenient [281,282]. Central banks
are testing the possibility of incorporating distributed ledger technology
into redesigned payments. Leaving a digital trace on the Blockchain will
also help items whose provenance determines their worth. A platform
for truth and trust is an immutable, unhackable, distributed ledger of
digital assets. The consequences are enormous for practically every
sphere of society, not just the financial services sector. There is a signif-
icant demand for blockchain software engineers, which drives up the
cost of creating and maintaining blockchain-based products. Although
there are many benefits to using blockchain apps, it can be challenging
to integrate them with older systems and off-chain data. There are some
obstacles that developers must overcome before they can link their
applications with services offered by different blockchains [283–286].

8. Discussion

The financial services sector could profit significantly from the
development of blockchain-based solutions. Decentralised finance was
made possible by the use of Blockchain in financial services. It is a form
of financing that employs smart contracts and blockchain technology to
do away with middlemen from the financial services industry. Various
financial institutions and organisations can benefit from Blockchain
to build trust, promote transparency [287,288], and cut expenses.
Blockchain technology can be used by businesses in many vital ar-
eas, including financial software and systems [289–293]. Banks are
reluctant to discuss possible blockchain applications in public, but
some have just ordered studies to figure out where they can. Financial
technology companies have developed into a sizable segment of the
financial services sector by enabling investors to open accounts with
virtual advisors and make their own financial decisions. The impor-
tance of fintech in the global financial system and its relationship to
Blockchain will grow together. Because investors get more value for
their money and there is a balance between automation of financial
services and cheaper costs, this innovation may benefit consumers.

All around the world, financial services are still centralised and
multi-layered. Financial data is frequently kept in centralised databases
and must go via several intermediaries, such as the front office, back
office, and other places. The system lacks transparency, and data
protection depends only on middlemen and database security. There
is a big chance of data leaks and server hacking even if the databases
are well-protected. Digital currency-based blockchain technology has
the potential to be used for both domestic and international fund
transfers. Because they have already made significant investments in
centralised systems, banks are likely reluctant to adopt blockchain
technology domestically, but they would greatly profit from it globally.
International transfers benefit from the vast differences in rules and
regulations and IT systems between banks in different countries.

The banking industry cannot function without auditing. Lack of
openness hinders financial auditing, a time-consuming and expensive
process. Without openness, intermediaries might divulge private data
while conducting the audit. It is possible to see anticipated blockchain-
related legislation as another obstacle to integrating Blockchain into
financial services. To decide if blockchain technology is appropriate for
financial institutions and what implications it will have for businesses
and consumers, regulators are examining its advantages and disadvan-
tages. As Blockchain transforms the financial services sector, there are
several possibilities for investors to get involved. One choice is to invest
in businesses that run their operations using blockchain technology.
Currency can be transferred with the assurance that the transaction is
secure and dependable using this technology in the finance sector. The
ledger is replicated many times around the network. Everybody on the
network gets copies of any new transactions or added blocks.
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Table 1
Blockchain technology applications in financial services.

S. no. Applications Description References

1. Fraud prevention Blockchain technology can circumvent conventional fraud prevention techniques that require several parties to
validate transactions. Blockchain is one of the best technology for any sector that benefits from the speedy
movement of verifiable, fraud-free information and transactions due to its peer-to-peer network and
anti-tampering features. Contracts, financial procedures, and transactions are essential to the financial sector.
The use of blockchain technology can dramatically increase the efficiency of this enormous number of moving
documents. Blockchain presents a problem due to its decentralised nature. The significant advancements in the
financial sector are that blockchain technology can lower fraud, assure swift and safe exchanges, and ultimately
aid in risk management inside the networked global financial system. Fraudsters nearly always target financial
institutions. There is a chance that information will be stolen when digital payments go through payment
processors and banks. Blockchains use cryptographic algorithms to process and store transaction blocks.
Financial institutions might find using this cryptography less risky when processing transactions. Companies
spend much time on contracts since they are a crucial component of finance self-executing contracts could
considerably increase the effectiveness of this procedure self-executing contract.

[117–120]

2. Banks and other
financial
institutions

Banks and other financial institutions are already using blockchain financial institutions to enhance their
offerings, minimise fraud, and lower client fees. Because systems often pass through many banks on their
approach to the payment’s eventual destination, international money transfers have been delayed and expensive.
Blockchain has the potential to make international transactions more efficient, precise, and affordable. The
financial sector is aggressively adopting blockchain technology. Numerous financial companies, from smaller
businesses to the biggest names in the sector, invest in blockchain stocks and support the usage of blockchain
technology. For the best outcomes, blockchains need to be widely adopted. This is particularly true in the
financial services sector, where numerous businesses cooperate and need a standardised way to handle
transactions. For instance, each bank engaged in the transfer must have adopted Blockchain before it can be
used for money transfers. In the financial industry, peer-to-peer transactions are possible with Blockchain.
Because smart contracts will be able to manage transactions successfully, it means the elimination of
intermediaries. Instant payment settlements are made possible as the system’s layers are decreased. Cross-border
payments can also be instantaneously undertaken by using blockchain payment systems.

[121–125]

3. Calculate credit
scores

The Blockchain enables new banking and finance products and services, shared operating models, more effective
processes, cheaper costs, and business networks that are more open, inclusive, and secure. Financial service
providers’ accountants and compliance officers can provide detailed information during audits. It promotes
unethical conduct, dishonesty, inconsistent compliance, and protracted auditing periods. With Blockchain, the
auditing process in financial services can be expedited. Due to the immutability of blockchain data, auditors can
utilise them to determine whether compliance requirements are being met and what is happening within a
certain. Blockchain might also make it possible for companies to calculate credit scores using non-traditional
criteria. The system transparency could be achieved by managing credit scores on a blockchain. In order to
assess a person’s creditworthiness, lenders can use immutable blockchain records of financial transactions.
Personal information about an applicant is never compromised or made public using smart contracts. Blockchain
technology in finance allows providers to keep the user’s legal, personal, and public information. Using an
immutable smart contract, the fund investment companies can instantly monitor users and the purpose and
identity of the data’s users. Blockchain in financial services can thereby increase transparency in the process of
investing in funds.

[126–129]

4. Maintaining
privacy and
confidentiality

This maintains privacy and confidentiality while enhancing transparency, trust, and efficiency. Its private and
hybrid networks are built to manage frequent spikes in network activity and hundreds of transactions per
second. In the current banking system, certain payments can take up to a week to settle. Because of the
multiple layers of the current financial system, each transaction must go through at least two intermediaries
before it can be resolved. In the case of cross-border payments, these intermediates could be the front and back
offices of a bank or outside firms like currency exchanges. One option to guarantee security and authenticity in
a centralised system is to have a large number of intermediaries, but this has a variety of drawbacks, including
slow settlement times and higher costs. Banks can dramatically reduce the number of workers needed for this
operation by using smart contracts to automate approval workflows and clearing computations, which will assist
shorten processing times. In the worldwide financial sector, there are trillions of bank records, from personal
account information to ledgers of stock market transactions that list stock purchases. Blockchain digital ledgers
could be used to record the vast majority of these transactions because they are immutable and guard against
fraud.

[130–133]

5. Keeps track of
transactions

A blockchain is a decentralised ledger that keeps track of transactions. Automated contracts, quicker and less
expensive transactions, and improved security for financial service providers could all result from this
technology. Although there is still a long way to go before blockchain technology is widely employed, several
financial institutions are already utilising it. Blockchain-based financial organisations might be able to offer
quicker money transactions. They want this techno to switch from conventional computer systems to
Blockchain-whether they want it or not, based on payment gateways. Banks eventually need to switch over
because traditional payment mechanisms are less secure. Automating transactions necessary for trade finance
after adopting blockchain solutions would be highly advantageous to the financial services sector transactions’
decentralised nature and enhance bank record security or security for banks. Conflicts about omitted or
inaccurate transactions would be history because the other participants in the transaction would also obtain a
record. Blockchain technology might enhance current systems in investment banks’ clearing and settlement
procedures. Banks must rapidly and securely record many transactions since they must detail all loans and
securities on their accounts.

[134–139]

(continued on next page)
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Table 1 (continued).
S. no. Applications Description References

6. Assurance of
security and
transparency

Blockchain in financial services allows for the simultaneous assurance of security and transparency. Security
risks are made more likely by the system’s lack of transparency because nobody knows what is happening until
something goes wrong or data is compromised. Even though nobody wants their financial information to be
made public, having some degree of transparency in the system is advantageous and essential for financial
service providers and their clients. Ownership can be more easily tracked because a distributed ledger is
practically challenging to modify. The ledger can validate information for ownership transfers and liens,
improving trust. Blockchain technology enables automation, reducing the cost, complexity, and time required for
transactions. Smart contracts may record when a buyer pays and delivers and take care of any problems that
might occur during the transaction. Automated systems function continuously and reduce human mistakes.
Startups can compete with established banks using Blockchain’s low costs, encouraging financial inclusion. Due
to limitations like minimum balance requirements, access restrictions, and fees associated with using a bank,
many consumers are looking for alternatives to banks. Blockchain can offer a substitute for traditional banking
by utilising digital identification and mobile devices.

[140–144]

7. Helpful in
money
transaction

Blockchain enables people to transfer and receive money without needing several third intermediaries.
Blockchain will uphold transparency, guaranteeing the integrity and morality of those who supply financial
services. It is simple to spot any shady transaction activity. Auditing procedures will go more quickly because
all information will be accessible. Prior to Blockchain, mediators were required to build trust and execute
transactions. By employing immutable smart contracts, Blockchain in finance enables borrowers to bargain
directly with lenders about the interest rate, payment schedule, and transaction length. Smart contracts enable
negotiations between lenders and borrowers. The smart contract increases the total amount owed to the lender
by late payment fines if borrowers do not adhere to the requirements. Banks and other financial organisations
require an applicant’s credit score before proceeding with a loan application. The lack of credit rating mobility
is one drawback of the existing credit management system. The current credit score of an individual is no
longer valid in another nation. Blockchain keeps track of information in a ledger, with each block including
details on transactions and a different hash that points to the block before it. Additionally, copies of the
transactions are sent to every user on the network. These features immune blockchain technology to distributed
denial-of-service assaults, hackers, and other types of fraud.

[145–149]

8. Boosts
stakeholder’s
confidence in
the transaction

By utilising sophisticated cryptography immune to hacking, Blockchain accomplishes this and boosts confidence
in the transaction environment. Numerous financial applications of Blockchain exist, including managing trades
and transactions. Investors would be wise to understand how Blockchain is transforming the system and how to
get and manage exposure to this development as our global financial system becomes more integrated with the
digital age. The financial industry must take significant risks, like building intermediary trust, to provide loans.
The failure of a counterparty to fulfil its obligations and the credit risk brought on by knowledge asymmetry
are additional concerns. Furthermore, commercial banks focus on loan tracking, and monitoring ultimately
depends on intermediaries. Financial service companies do not have any tested risk-management techniques or
methods. The financial industry is where Blockchain’s most well-known uses are used. Blockchain may be
connected to digital currency like Bitcoin. Cryptocurrencies use blockchain technology, a digital currency, to
serve as an investment or money. These applications might lead to financial product accessibility improvements,
cost savings, and other radical adjustments.

[150–153]

9. Banking
operations

In banking and financial services, the usage of Blockchain may make peer-to-peer transactions possible.
Financial service providers can therefore put to rest any worries about the function of intermediaries in
peer-to-peer transactions. Blockchain technology can be utilised with data immutability, improves accuracy, and
smart contracts speed up transaction settlement. Most significantly, keeping track of every network transaction
can help to lower credit and financial management risks. Therefore, integrating Blockchain into the finance
function may help financial service providers better manage risk. Market participants see Blockchain as a way
to improve reporting and compliance through real-time access to immutable asset-level information, achieve
superior execution, and create new asset classes and structures through facilitated innovation and lower barriers
to entry. Blockchain is a way to reduce the need for reconciliation and due diligence. Using Blockchain to
execute transactions in real-time, distribute and enforce business rules, cut costs by doing away with middlemen
and streamlining infrastructure, lower the risk of data loss, and increase end-to-end predictability and
transparency. Blockchain technology is fundamentally easy to understand. The system consists of a shared
database, where each entry has to go through peer-to-peer networks to be verified and encrypted.

[154–158]

10. Improve client
affordability

Blockchain has the potential to improve client affordability, reduce fraud risk, and increase transparency in the
financial services sector. Blockchain can increase the transparency of the financial sector because users conduct
transactions on a public ledger. This openness can reveal fraud and other inefficiencies, leading to
problem-solving that can reduce the risk for financial institutions. The online world is becoming a haven for
scammers as customers grow active there. Blockchain technology has the potential to allay this concern.
Blockchain payments and transfers are quicker and more traceable than traditional banking. Blockchain might
likely be helpful in the real estate industry, given the volume of activity there. Immediately confirming finances
would hasten the sale of homes, prevent fraud via encryption, and ensure openness throughout the purchasing
and selling process. According to proponents of blockchain technology for identity management, people would
only need to disclose the bare minimum to establish their identities. Voting could become more widely
available and more secure using blockchain technology. Blockchain technology would render hackers helpless
since, even if they managed to access the terminal, they would be unable to influence other nodes. Blockchain
technology can significantly improve the labour-intensive and prone-to-human-error process of filing taxes. This
is provided that there is enough data saved on the Blockchain.

[159–163]

(continued on next page)
Financial or technological firms who view Blockchain as a disrup-
ive technology and wish to be specialists in it can sell services to
ustomers. This includes businesses specialising in the development of
35
blockchain technologies. This also provides services to assist companies
in integrating Blockchain for improved productivity, scalability, and ex-
pansion. Many computers in a network use a distributed, decentralised
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11. Useful for
international
payments

Everything could change as a result of Many large banks have embraced blockchain technology by many large
banks for international payments, which saves time and money. Blockchain money transfers allow users to send
and receive money electronically using their mobile devices, doing away with the need to travel to a money
transfer location, wait in line, and pay transaction fees. Most money transfers occur through financial
institutions like banks or credit card processing businesses. Worldwide, blockchain technology is witnessing
revolutions. Whatever we look at, there are blockchain applications in every field. By utilising Blockchain, many
firms are growing in the supply chain, healthcare, logistics, finance, and other industries. Blockchain
applications’ primary objective is to make business operations more transparent and effective. Businesses are
starting to understand how blockchain technology may benefit them and help them expand. The need for new
blockchain platforms is steadily growing as businesses experiment with various platforms by creating blockchain
applications. Blockchain technology is well-known because of its openness and decentralisation. Many businesses
are thinking about developing cutting-edge financial apps on blockchain systems. Immutability, security, and
decentralisation are not issues with blockchain-based financial applications. Many companies are focusing their
efforts on this area.

[164–168]

12. Minimise
expediting of the
transfer
procedure

Blockchain payments minimise or completely do away with fees by expediting the transfer procedure. When
customers write a bad check to pay for goods or services, the business suffers a loss, must pay additional fees,
and may need legal action to recoup the money. With blockchain-based payments, businesses can be sure that
the transaction will be finished in seconds or minutes. Blockchain allows it to do away with financial
intermediaries, cut expenses, and streamline several operations. It can be used by banks, for instance, to
expedite document reconciliation during factoring. Additionally, it gives banks access to a pooled database of
scammers, preventing money laundering. Blockchain technology enables the automation of several processes and
the removal of mediators from financial operations. The financial system’s efficiency is increased through lower
costs. Numerous worldwide norms and regulations that control importer and exporter operations are necessary
for trading financing. It involves completing forms and entering information into registries. For all parties
involved in international trade, blockchain technology promotes transaction transparency. Importers and other
stakeholders can save time and money by using blockchain technology to simplify the complex world of trade
finance.

[169–174]

13. Speedup
transaction
system

Blockchains offer a distributed, unchangeable record of transactions, which financial institutions can use for
recordkeeping and reporting to regulatory bodies. Blockchain technology’s speedier transaction settlements can
improve a range of financial services. Vendors will receive payments sooner, lenders will be able to fund loans
more quickly, and stock exchanges will be able to settle purchases and sales of stocks instantly. A long-standing
issue for banks may eventually be resolved with the use of blockchain technology. Verifying the identities of its
clients is the responsibility of the banks. Several businesses are already developing blockchain technology to
help banks and other financial institutions establish identities. This innovative technology protects information
transfers while they take place. Blockchain aims to lower transaction costs while also increasing its effectiveness
and speed. The technology offers investors a wide range of prospects with its diverse applications that may be
integrated into other businesses. The risk of intercepting information through different financial intermediaries
increases the fraud likelihood. The cryptographic techniques used by the Blockchain, which offer security in the
transmission of information between participants, can close this oversight gap. Blockchain allows customers to
save money on traditional financial services as investors turn away from financial advisors to avoid paying
more significant fees.

[175–179]

14. Enable digital
currencies

The most recent generation of blockchain-based assets is digital currencies. Although digital currency is already
in use, blockchain businesses are lowering the entry barrier and offering a seamless exchange of the most
well-known cryptocurrencies as a banking substitute. The promise of blockchain technology and
cryptocurrencies is being recognised by many financial organisations even though banking is subject to several
rules and regulations. By removing reconciliations and providing assurance over transaction history, Blockchain
could broaden the scope of accounting, considering more factors now viewed as being too difficult or unreliable
to measure, such as the worth of a company’s data. Due to the distributed, unchangeable transaction records
that blockchains offer, financial institutions can utilise them to maintain records and books while still adhering
to legal requirements. Finance blockchain applications’ quicker transaction settlement times can enhance current
financial services. For instance, lenders will be able to fund loans more quickly, suppliers will get paid faster,
and stock exchanges will be able to settle purchases and sales of securities faster. Applications for the property
blockchain eliminate the need for individual and paper-based communication, cutting expenses and human error
while accelerating the process. Borrowers and financial institutions gain from eliminating mediators since it
enables them to provide more competitive pricing and decrease staff costs.

[180–184]

15. Ease in the
Auditing process

The auditing process could be more straightforward using Blockchain in the finance industry. The immutable
blockchain records enable auditors to verify that compliance requirements are being met while offering total
transparency into the financial organisation’s events. Blockchain can help maintain transparency by guaranteeing
financial service providers’ integrity and moral conduct. With Blockchain, it is easier to follow any suspicious
transaction. Additionally, Blockchain offers immediate access to all financial data, reducing the time needed for
auditing procedures. By establishing connections with other organisations, markets, and economies around the
world based on transparency, security, and trust, dedicated blockchain enterprise platforms have the potential to
transform the way businesses function on a global scale. Through computer code, blockchain technology enables
the development and automation of business logic, confirming each stage of the business process with accuracy,
security, and time control. Modern private blockchain networks are built to manage spikes in network activity
and hundreds of transactions per second. Numerous companies have been researching the advantages of
Blockchain for years. Blockchain technology is used in letter of credit transactions to connect banks and
businesses for an end-to-end digital letter of credit independent of other systems. Blockchain, an emerging
technology, will significantly impact the commercial and financial industries. It sheds light on how professionals
will need to advance their skills and get ready to adopt cutting-edge technology that will influence the future of
business and finance.

[185–190]

(continued on next page)
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16. Financial
services

Several financial services are being developed using blockchain technology. Investment in blockchain-based
financial applications has significantly expanded. Many firms are gradually showing progress with Blockchain in
the financial services ecosystem. With identical copies stored on every network computer, Blockchain
Technology is a vast, distributed ledger that runs on millions of devices and records anything. Most of the
nodes in a blockchain network must run some algorithms when a new transaction or an edit to an existing
transaction is received to evaluate and verify the history of the proposed transaction and reach a consensus that
the history and signature are valid. Only then is the new transaction accepted into the ledger. In a blockchain,
a data structure represents a financial ledger entry or transaction record. The ledger and its existing transactions
are presumed to be of high integrity since each transaction is digitally signed to confirm its legitimacy and that
no one tampers with it. Blockchain enables transactions within a closed group funded by a cryptocurrency,
unlike traditional value exchange systems where two or more parties must agree on the value and other
economic considerations for a transaction to occur.

[191–194]

17. Tokenisation Blockchain technology plays a crucial role in tokenisation, the process of creating tokens on a blockchain that
reflect tangible assets. The application of Blockchain in banking is growing along with the launch of Central
Bank Digital Currencies. Additionally, in order to streamline fund management, financial service companies are
exploring blockchain technology. Financial service companies may find it easier to manage cost management
pressures if blockchain technology is used in fund administration. The development of decentralised applications
is made possible by the Blockchain. Even between banks and numerous external services, including blockchains,
there is a chance for interoperability. All of these aspects share the security and dependability of the
Blockchain. Products that benefit from Blockchain and AI technology can be made by combining their most
delicate features. A straightforward token system might also improve a platform’s appeal to users and banking
services. The Blockchain is mainly used to store client requests and make AI based judgments. Blockchain
technology has gradually made its way into the payments industry, changing the nature of transactions. It
revolutionised financial services by removing incorruptibility and fostering efficiency and simplicity by adopting
new financial processes and infrastructure.

[195–198]

18. Smart contract A crucial component of blockchain applications is smart contracts. Users of blockchain technology must ensure
that smart contract code is accurate, secure, uniform, and effective. It is crucial to test both the functionality
and the controls surrounding it. Users of blockchain technology must continuously test their performance. Using
smart contracts to regulate loan terms and conditions, distributed ledger technology to address communication
and transaction tracking, transparency and immutable data to shed light on time-consuming reconciliations and
incorrect payments, and other techniques will improve execution and servicing efficiency across the syndicated
loan ecosystem. Combining machine learning data capabilities with blockchain-based smart contracts enables
this dynamic. While machine learning can seek abnormalities and warn humans when identified, smart contacts
can automate processes by looking for them. Financial transactions would be secure, transparent, and effective
using the beneficial infrastructure. Many people view Blockchain, a decentralised technology, as a competitive
alternative to historically centralised organisations like banks. As long as artificial intelligence attracts
significant investment, machine learning seems to be in a position for significant expansion. The technology is
projected to permeate various sectors and applications because of its versatility. Integrations between Blockchain
and machine learning can potentially provide tremendous value, especially for the financial services industry.
These complimentary technologies enhance security, boost performance, and regulate automation to bring about
transformational change in the financial sector.

[199–202]

19. Reduce time and
expenses of
financial
institutions

By eliminating friction and thereby cutting down on time and expenses required by financial institutions,
Blockchain can streamline various procedures, especially reconciliation, clearing, and settlement. Similar to this,
the financial sector can use Blockchain to do away with the manual procedures needed to gather and distribute
the various types of documents that are frequently needed for transactions, including custom forms, insurance
policies, and other documents of many different kinds gathered by banks and financial services companies.
Blockchain technology speeds up transaction processing. There is no need for mediators to approve financial
transactions between customers due to the distributed existence. This offers a less expensive and more practical
method of exchanging currencies than banks. It is the safest way to clear promises, fraud, and money
laundering. In the upcoming years, blockchain adoption in the financial sector will multiply. The sector is also
investigating how rapidly Blockchain instances are being used. Companies that produce consumer packaged
goods have made significant investments in blockchain technology because of the promise of increased supply
chain transparency. Their consumers, retailers, and food safety organisations call for more openness, and
Blockchain seems to be a potential solution for this complicated industry.

[203–206]

20. Identity
management

Identity management is another great application for blockchain technology. Users can use this technology to
construct their own tamper-proof, dependable, and secure digital identity. The use of passwords and user names
for online accounts that are increasingly susceptible is predicted to be soon replaced with Blockchain-based IDs.
People will be able to sign digital documents and perform other simple actions like logging onto websites and
applications using their Blockchain identities. Any business activity dependent on transactions that occur on
conventional corporate databases, which serve as the foundation for almost every financial service function, has
the potential to be replaced by blockchain technology. Applications based on Blockchain have the power to
upend any financial process with a lack of transparency and traceability. Blockchain is a distributed shared
ledger that allows all participants to view and access information about business transactions in an unbreakable
chain. Blockchain technology has the potential to upend financial industry applications because it offers
permanent and tamper-proof recording of transactions in a distributed network. The advantage of Blockchain is
that financial transactions may be quickly validated, cleared, and settled without the need for a central
authority. Blockchain technology will significantly affect capital markets and other financial services. Blockchain
will change the financial sector in the following years.

[207–210]

(continued on next page)
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21. Securely store
financial
transactions.

This technology can also be used to permanently and securely store financial transactions. Any other
information can also be stored with it, creating an incorruptible distributed record that is more secure than
conventional databases. There are several uses for this application. It can be used in clinics and hospitals to
compile a patient’s medical history. It can also be used to safeguard creative digital items like e-books, music,
pictures, and intellectual property. Additionally, it can be used to register real estate or automobiles. People are
generally optimistic about using Blockchain in the financial sector. Like the Internet did for offline commerce,
many industry professionals think blockchain technology has the potential to revolutionise business and
financial services. By redefining interactions along the value chain, reducing operational complexity, and
bringing down transaction costs, blockchain technology has the potential to revolutionise corporate processes.
Blockchain technology is made up of a distributed database that independently manages a constantly expanding
list of transactions that are recorded in units called blocks and are safe from modification and tampering. Most
blockchain networks aspire to create a database system where decentralised institutions or agents can work
together to record and retain information without any entity continuously exerting market power or control.
Decentralising data storage such that it cannot be owned, controlled, or altered by a single party is at the core
of blockchain technology.

[211–215]

22. Traceability of
data during the
transaction

The potential use of blockchain applications to promote increased efficiency and traceability of data in
transactions is one of the fundamental components of Blockchain’s success. Another aspect is smart contracts,
which are crucial to eliminating the need for human intervention in transaction performance. Technology thus
can transform financial services in general completely. The areas of clearing and settlement, loan syndication,
and financial transactional mechanics like trade finance are where Blockchain is most frequently used
operationally. The Blockchain is a revolutionary new currency, banking system, and transaction mechanism
revolutionising how we conduct financial transactions and the entire planet. In a nutshell, a blockchain is a
distributed ledger maintained across tens of thousands of computers and keeps a running log of every
transaction made on every network. This changes how banking is conducted and makes hacking impossible.
Financial organisations frequently implement blockchain and AI solutions to enhance customer service. These
organisations have a motivation to reduce expenses and increase value, just like any other company. By utilising
both technologies in corporate power processes, those who supply financial services can increase client value
while maximising their profits.

[216–219]

23. Assist in
enhancing
capital markets

Systems built on the Blockchain might potentially assist in enhancing capital markets. Traditional trade finance
techniques have been a significant source of annoyance for companies because the drawn-out procedures usually
cause operations to be disrupted and make managing liquidity challenging. Cross-border trading involves many
variables and generates much paperwork when sharing information like the place of origin and product
specifics. Blockchain has the potential to ease cross-border procedures and trade finance transactions. It makes
it easier for firms to transact with one another beyond regional or geographic boundaries. Because everyone
involved in a blockchain transaction must agree on a transaction before it can be completed, and anybody can
inspect the updated ledger following a transaction, blockchain payments are also incredibly safe. Most
investment bankers request credit and financial information before investing. They have to guarantee that their
money is secure. Maintaining a ledger of investments and validating accounts is relatively easy using
cryptocurrency. There are several ways businesses can leverage Blockchain to attract funding, even without
investment firms. Blockchain provides a wide range of intriguing financial applications. In order to offer speedy
and transparent financial services, many blockchain companies are also creating cryptocurrencies and blockchain
applications. Blockchain can revolutionise how banks conduct business by facilitating quicker payments, more
detailed audits, and more thorough identification despite some concerns.

[220–224]

24. Digital currency
transactions

Blockchain is most frequently used for bitcoin transfers, which are digital currency transactions. Its
independence from a nation or institution lowers the risk of currency inflation or devaluation. The necessity for
transaction verification by a central authority is removed when using Blockchain for financial transactions.
Blockchain offers a wide range of possibilities and difficulties. Applications for blockchain technology are now
accessible to complete financial transactions and clear the exchange of many different financial assets. Within a
short period, the transaction was finished. In contrast, a comparable transaction using a paper-based system can
take a week to complete. Blockchain’s distributed-ledger design has the potential to help banks in several
commercial sectors, including payments, asset management, loyalty, and lending, by enhancing security, speed,
and operational efficiency. Blockchain technology can significantly impact these issues, which can help
regulators, financial institutions, and people in many ways. Decentralisation and immutability, two fundamental
aspects of blockchain technology, are essential in this situation. Blockchain technology can increase private
regulatory compliance and help regulators by making financial services more transparent. The auditing process
can be made simpler and less expensive for financial organisations by obtaining a comprehensive perspective
and a single source of truth for their assets and transactions.

[225–228]

25. Facilitate trading Trade finance, which refers to the financial goods and mechanisms that facilitate trading, is becoming more and
more significant in today’s world as global trade increases. By recreating the entire process on a blockchain,
this technology has the potential to increase trade security, efficiency, and transparency. As a result, quicker
procedures are swiftly automated, and human errors are removed, leading to the development of trust through
open transparency. Open, distributed ledger technology, such as Blockchain, transactions between two parties
can be efficiently and permanently recorded. A blockchain is composed of discrete data blocks that each
includes a collection of related transactions linked to one another in a specific sequence. All parties can
exchange a digital ledger across a computer network without a centralised authority or intermediaries. The
speed of blockchain technology has numerous potential advantages for the financial industry. Greater security
and transparency are equally crucial as increased productivity. Blockchain transactions’ payment processing
costs are lower since they do not need bank resources or authorisation from a third party. Transactions and
their impact on the many contractual partners use blockchain technology’s unchanging and explanatory nature.
This information is unchangeable, which promotes transparency and precise analysis.

[229–235]

(continued on next page)
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26. Promotes data
confidentiality

The financial and banking sectors could undergo a major transformation by using Blockchain. However, it might
have significant effects in other areas as well. It promotes data confidentiality and integrity, which raises the
calibre of services. Some odd use cases include voting, sharing electricity, charging an electric automobile, and
streaming music. With its promise of safe and quick transactions, Blockchain is expected to play a significant
role in the digital world. Banks worldwide are now utilising blockchain technology to its full potential after
realising that it is not just for cryptocurrencies. Blockchain will play a vital role because banks and financial
organisations seek to make their goods and services quicker and more accessible. Banks will be unable to carry
out online financial transactions without identity verification. Customers dislike the lengthy authentication
process of several steps, however. It is possible to employ face-to-face verification, authentication, or
authorisation. Every new service provider must go through these procedures for security reasons. Blockchain
will facilitate quicker verification procedures for consumers and enterprises. This is due to the secure reuse of
identity verification through blockchain technology for other services. Blocks of blockchain data are kept on
nodes. Larger servers, laptops, and desktop computers are a few instances of nodes. They are responsible for
maintaining, distributing, and storing blockchain data.

[236–239]

27. Increases stock
trading
transparency

Blockchain increases transparency in stock trading since it offers a decentralised platform. Blockchain will end
the convoluted multi-person engagement process. Smart contracts can be used to record transactions on the
Blockchain. Blockchain technology has the potential to restructure banks, speed up transactions, and modernise
stock exchanges in the financial services sector while preserving appropriate security. The digitisation of
accounting has been relatively slow. This is due, in part, to the necessity of meeting strict regulatory standards
for the legitimacy and integrity of data. As a result, another industry that Blockchain has the potential to
revolutionise is accounting. This technology will streamline double-entry bookkeeping procedures while also
simplifying compliance. Instead of maintaining separate records based on transaction receipts, companies can
input transactions directly into a joint register. The fundamental goal of blockchain technology must be kept in
mind to realise this potential. Furthermore, high-quality data must be given to machine learning programmes to
succeed. These technologies, whether they exist together or separately, are here to stay despite the
uncertainties. Integrating blockchain technology and machine learning may be the following major forces
transforming the financial sector.

[240–244]

28. Maintain
financial ledger

Blockchain is an accounting technology. It is focused on the ownership transfer of assets and the maintenance
of a precise financial ledger. Accountants’ measurement, sharing, and analysis of financial information are
significant concerns. Primarily professionals are concerned with managing financial resources best or calculating
or quantifying property rights and duties. Blockchain clarifies asset ownership and whether or not accountants
have obligations, and it can increase productivity dramatically. Blockchain adoption must be widespread if
transactions are to be speedy and easy. Because businesses in the financial industry interact with one another
and need a framework to utilise when conducting transactions, it is particularly crucial. For instance, all banks
engaged in the transaction must adopt blockchain technology if a bank wishes to start a fund transfer utilising
the platform. The use of blockchain technology in the financial services industry is still in its infancy. We
expect interoperability and advancements in transaction processing to be two major future advances. The
benefits of technology for financial institutions will expand due to these improvements. Implementing
Blockchain in the banking and financial industry will reduce transaction processing time, decrease paperwork,
and establish a safe environment. In addition, Blockchain is anticipated to create new cost-saving options. It
could enhance client experiences and encourage safer data transactions.

[245–248]

29. Facilitates
communication

Blockchain can facilitate communication between parties engaged in transactions while also disseminating proof
of transaction agreements to all parties. A ‘‘distributed ledger,’’ or shared database duplicated and synchronised
by a decentralised network, is what Blockchain refers to. Users can access blockchain apps through a browser or
specialised desktop programmes, and a blockchain network is linked to the internet. Blockchain has the
potential to alter several other industries, including manufacturing, sustainable energy, electronic health record
management, and more; the banking and finance sectors are where Blockchain has found the most adopters.
Distributed ledgers use independent computers to record, share, and synchronise transactions in many electronic
ledgers instead of centralising data as in a traditional ledger. The financial industry could undergo a major
change due to this technology, becoming more dependable, efficient, and robust. On a public ledger, users carry
out operations using Blockchain. As a result, the industry is becoming more transparent. Such transparency can
help reveal inefficiencies and prompt problem-solving as the risk to financial institutions reduces. Financial
organisations can use Blockchain to administer bank guarantees and track various parties. It simplifies matters
for both businesses and customers.

[249–253]

30. Knowledge
sharing and
collaboration

Blockchain will similarly revolutionise finance and accounting operations to how the internet revolutionised
knowledge sharing and collaboration and has started to catch the attention of finance and accounting
professionals. Removing the necessity for accounting transaction management among businesses and related
stakeholders like banks, Blockchain and distributed ledgers may someday be the way to merge the commercial
world’s recordkeeping. There are numerous uses for Blockchain in the financial, accounting, insurance, trade
finance, payments, settlements, and auditing industries. Many organisations are trying to get from proof of
concept to practical application. Blockchain proponents think alternatives to the current time-consuming and
expensive banking operations can be made using this technology. Banks are decreasing the number of
intermediaries and participants in transaction processing. The sectors of finance where Blockchain could
revolutionise our industry are essential to financial professionals, the banking sector, and audit heads. To help
senior management make decisions, they should take the initiative and steer the conversation. Accounting and
accounting will no longer require transactions to be recorded using the conventional double-entry technique and
will instead use a single record to maintain track of all transactions.

[254–257]

(continued on next page)
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31. Secure domestic
and international
payments

Blockchain technology can enable direct and secure domestic and international payments with few or no
intermediaries. Blockchain can also simplify the procedure and hence considerably save costs. Using blockchain
technology, users may control and store their data on a blockchain. The industry claims that Blockchain is
appealing because it offers the possibility of cost reductions, new operational efficiency, and increased accuracy
and transparency. Due to decentralisation and peer-to-peer trades made possible by Blockchain and distributed
ledger technologies, financial transactions are becoming more efficient on a global scale. By their very nature,
these technologies have shown to be quite successful in streamlining conventional transactional procedures and
allowing fast global payment options. Blockchain can be set to work in a variety of ways to achieve
transactional consensus and specify known participants in the chain while excluding everyone else. The most
well-known application of Blockchain is bitcoin, which uses a public ledger open to participation and
anonymous. Many organisations are adopting blockchains to regulate who participates in transaction activity for
more private uses of Blockchain among a limited number of well-known participants.

[258–261]

32. Increase supply
chain
traceability

Blockchain technology has the potential to increase supply chain traceability and transaction transparency.
Paperless trade would significantly improve the supply chain by reducing costs, eliminating documentation
errors, and speeding up the delivery of papers to customers. The use of blockchain technology for supply chain
monitoring is straightforward. Businesses may uncover supply chain inefficiencies and spot products in real time
by getting rid of paper-based trials. As goods move from their origin to the merchant, Blockchain enables
businesses and even consumers to monitor their quality. By becoming the standard for loyalty benefits,
Blockchain also helps to change the shopping experience. Blockchain is a system that holds everyone to the
utmost level of accountability, as revolutionary as that may sound. There will be no more omitted transactions,
mistakes made by people or machines, or transactions carried out without the parties’ approval. Blockchain
verifies a transaction’s legitimacy by recording it on the central register and a networked distributed system of
registers connected by a safe validation process. Decentralisation means that no single person or organisation
controls a blockchain. It is unchangeable in any way. A node, which can be any smartphone, computer, or
larger server, records each transaction or block, and there is nothing that connects the nodes.

[262–266]

33. Boosting
productivity

Blockchain technology has the potential to revolutionise the financial industry by boosting productivity,
transparency, and security, cutting costs, and spurring a previously unheard-of wave of innovation. One of the
most popular issues in the financial sector is Blockchain, the technology that underpins the cryptocurrency
Bitcoin. Many of the largest banks in the world and other critical financial organisations have already started
initiatives to look into the potential of Blockchain. The middlemen or centralised authorities that have
historically handled, authorised, or verified transactions are no longer necessary because of the widespread
control and total transparency that blockchain technology brings to the transaction process. Users may examine
all trade-related data in one place in real-time using distributed data repository built on the Blockchain. Trade
finance services are being developed from the intricate web of participants, complete with manual procedures
and documentation. The sell-side and buy-side settlement processes in syndicated lending are intended to be
sped up using Blockchain, saving time and millions of dollars. Blockchain technology is being embraced by all
sectors of society, including healthcare and entertainment, for several uses. On every level, this technology is
upending conventional approaches to data security. This technology can help maintain the interaction between
technology, user data, and privacy as the digital revolution develops. It can aid in data management and
emphasise privacy more.

[267–270]

34. Management of
digital assets

The comprehensive management of digital assets in a reliable, traceable, automated, and predictable manner is
now possible by using blockchain technology. The unique feature of Blockchain is how each ‘‘block’’ is
connected and secured with encryption. Blockchain technology promises to make it possible to handle foreign
payments quickly, securely, and affordably by using encrypted distributed ledgers that offer reliable real-time
verification of transactions without the need for middlemen like correspondent banks and clearinghouses.
Blockchain offers distributed ledger architecture and transaction immutability, both of which are necessary for
removing the need for a trust enforcer in the ecosystem. By establishing a setting where trust is not a concern,
tamper-proof distributed data enables counterparties to carry out their operations with certainty that they
always possess the exact version of the truth and that its history cannot be altered. Transparency among market
participants will dramatically enhance by using blockchain technology. Blockchain solutions promote the
construction of an open, real-time ecosystem activity log accessible to all market participants. Blockchain has
preserved an immutable record of transactions and asset ownership since the asset first appears in a transaction
on the network. Due to the decreased risk, many asset types no longer require the related mitigation operations.

[271–275]
ledger blockchain to record transactions. Due to its structure and inher-
ent characteristics, Blockchain is safe, transparent, and almost hard to
alter. All transactions are accurately and chronologically recorded on a
blockchain. Since everyone on the network has a copy, it is complicated
to change or remove transactions or add unverified data. A concerted
attack on thousands or possibly hundreds of thousands of machines
would be necessary for this to succeed, which is doubtful. Consumers
and financial institutions encounter several issues and difficulties when
sending money abroad.

Blockchain-based payments eliminate all of these problems, increas-
ng confidence. This technology can transform the banking sector in
ays other than money transfers. A blockchain is a terrific tool for

racking transactions and ensuring accurate, secure data. Although
lockchain-based payments are swift and reversible, many consumers
re worried about online scams. Big transactions, in particular, are also
ess expensive than using banking services. The safest payment options
nclude cash, wire transfers, and cashier’s checks; however cash cannot
e tracked, wire transfers take time, and cashier’s checks can be faked.
40
Nearly every area, including finance, supply chain management, and
healthcare, has been significantly impacted by the radical new tenden-
cies that Blockchain helped to establish. The public first became aware
of blockchain startups two to three years ago. Nowadays, almost every
modern business is seeking methods to use blockchain technology. In
its most basic form, a blockchain is a distributed ledger system that
functions as a decentralised ledger.

9. Limitations

Switching to blockchain technology can be expensive and time-
consuming, especially given the scarcity of qualified blockchain
developers. Smaller financial companies, in particular, could be re-
luctant to invest in modernising their current systems. Data on a
blockchain cannot be altered. Although this is a benefit of employing
Blockchain, financial companies that regularly need to change stored
data may find it problematic. To implement Blockchain, companies
would need to alter their current procedures. Both the development
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of blockchain technology and its use in the financial services sector
are still in their infancy. The two most crucial blockchain innovations
to keep an eye out for are our transaction processing and interoper-
ability advancements, as both will increase the technology’s utility for
financial institutions. It is doubtful that blockchains will replace current
financial systems in the foreseeable future. Instead, financial institu-
tions will test out Blockchain to gauge its potential before implementing
it gradually as an addition to their current systems.

The development of Blockchain is still in its early phases. It has
everal difficulties due to continuing changes. On the Blockchain, data
pdates are not authorised. Information from other blockchains cannot
e exchanged or used by one Blockchain. They are unable to converse
ith one another as a result. Interoperability solutions must be pri-
ritised in blockchain networks. It is expensive and time-consuming
o make the switch to blockchain technology. This is true because
here are not many skilled blockchain engineers. Smaller financial
nstitutions can therefore be reluctant to make investments in addition
o current system changes. These include the potential for technology to
e used to facilitate illicit behaviour, hazards to users, and the financial
ystem brought on by the current dearth of consumer protections.
lockchain may not adequately handle most of the significant issues
elated to each application.

0. Future scope

There are difficulties in putting blockchain technology into practice.
espite various challenges, it can be used by hundreds of financial

nstitutions, and blockchain stocks are accepted forms of investment. It
s evident that the financial sector is aware of the potential advantages
f Blockchain and that it will play a more significant role in finan-
ial services in the future. Blockchain technology uses a decentralised
edger and is a form of distributed ledger technology that is secured
ith public and private security keys. The public key is available to
ll network users, and the transaction’s stakeholders access the private
ey. As a result, the stakeholders and transaction details will only be
isible to those who possess the private key, while the transaction will
e visible to all network users with the help of the public key. It will
uarantee system transparency while safeguarding the private financial
ata of the stakeholders.

Large institutions’ intercompany relationships and transactions will
e revolutionised by Blockchain’s ability to maintain a single source of
nchangeable truth, automate intercompany transactions using smart
ontracts and consensus mechanisms, provide visibility across disparate
ystems, significantly reduce intercompany imbalances, use near-real-
ime reporting rather than the past, and streamline and standardise
ntercompany supply chain processes. By ensuring that updated data
s consistent across systems and by generating an audit record of
hanges made to client data, Blockchain can alleviate these problems in
uture. Financial leaders believe this blockchain use case will increase
ransparency, decrease friction, speed up transactions, save money,
ncrease security, and reduce financial crimes. In future, Blockchain
lso makes it possible to use tools like "smart contracts’’, self-executing
ontracts built on the Blockchain with the ability to automate human
perations ranging from compliance and claim processing to dispersing
will’s contents.

The financial sector has attempted to test Blockchain by duplicating
ts current asset transactions. This gives some flexibility in how a
lockchain solution will affect efficiency but ignores how it will affect
he ecosystem. Blockchain software is used as infrastructure for real-
ime digital asset transfer between market participants. Blockchain
nables the redrawing of procedures and challenging established busi-
ess model orthodoxies. This technology will significantly increase
ransparency among market participants, thereby levelling the playing
ield. Blockchain’s function in the banking sector in the following years
s imperative to consider as blockchain applications proliferate across

umerous industries.

41
11. Conclusion

Blockchain technology is being adopted by factories worldwide as
they get more and more connected. The future factory will comprise
a vast network of equipment, accessories, goods, and value-chain part-
ners, like equipment suppliers and logistics companies. The main goal
of this technology is to develop a tamper-proof ledger for digital assets
like cryptocurrencies. Blockchain applications maintain data integrity,
enabling marketers to target the relevant consumer segments and mu-
sicians to obtain fair royalties for their original compositions. This
technology is gaining ground in banking payments. People exchange
money mainly through their bank accounts; therefore, payments are
crucial. Banks have long been at the forefront of the digital revolution,
accepting disruptive developments in exchange for reliable payments
and printing their digital currencies. Blockchain technology allows
banks to track every transaction in real-time. This technology will
enable banks to settle transactions on a public blockchain. Banking
executives need to fulfil several requirements to become a widely
used technology in the banking sector. Blockchain’s ability to share
information and temporarily make the property available to someone
else would dramatically change our mobility. By utilising intelligent
contracts over the Blockchain, it would be feasible to directly pay for
and utilise a car while finding solutions to issues like electromobility.
Smart contracts can be used by businesses using Blockchain in finance
to upload invoices to the Blockchain. The Blockchain can contain data
like payment due dates, amounts, and client information. The smart
contract updates the invoice status to paid when the customer pays the
bill and notifies the businesses that the payment has been received.
Blockchain in financial services can assess a client’s trustworthiness
before trading. In the future, blockchain will play an important role
and manage various activities in the finance sector.
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Aims and Scopes
BenchCouncil Transactions on Benchmarks, Standards, and Evaluations (TBench) publishes position articles that open new
research areas, research articles that address new problems, methodologies, tools, survey articles that build up
comprehensive knowledge, and comments articles that argue the published articles. The submissions should deal with the
benchmarks, standards, and evaluation research areas. Particular areas of interest include, but are not limited to:
 1. Generalized benchmark science and engineering (see

https://www.sciencedirect.com/science/article/pii/S2772485921000120), including but not limited to
 measurement standards
 standardized data sets with defined properties
 representative workloads
 representative data sets
 best practices

 2. Benchmark and standard specifications, implementations, and validations of:
 Big Data
 AI
 HPC
 Machine learning
 Big scientific data
 Datacenter
 Cloud
 Warehouse-scale computing
 Mobile robotics
 Edge and fog computing
 IoT
 Chain block
 Data management and storage
 Financial domains
 Education domains
 Medical domains
 Other application domains

 3. Data sets
 Detailed descriptions of research or industry datasets, including the methods used to collect the data and technical

analyses supporting the quality of the measurements.
 Analyses or meta-analyses of existing data and original articles on systems, technologies, and techniques that

advance data sharing and reuse to support reproducible research.
 Evaluating the rigor and quality of the experiments used to generate the data and the completeness of the data

description.
 Tools generating large-scale data while preserving their original characteristics.

 4. Workload characterization, quantitative measurement, design, and evaluation studies of:
 Computer and communication networks, protocols, and algorithms
 Wireless, mobile, ad-hoc and sensor networks, IoT applications
 Computer architectures, hardware accelerators, multi-core processors, memory systems, and storage networks
 High-Performance Computing
 Operating systems, file systems, and databases
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 Virtualization, data centers, distributed and cloud computing, fog, and edge computing
 Mobile and personal computing systems
 Energy-efficient computing systems
 Real-time and fault-tolerant systems
 Security and privacy of computing and networked systems
 Software systems and services, and enterprise applications
 Social networks, multimedia systems, Web services
 Cyber-physical systems, including the smart grid

 5. Methodologies, metrics, abstractions, algorithms, and tools for:
 Analytical modeling techniques and model validation
 Workload characterization and benchmarking
 Performance, scalability, power, and reliability analysis
 Sustainability analysis and power management
 System measurement, performance monitoring, and forecasting
 Anomaly detection, problem diagnosis, and troubleshooting
 Capacity planning, resource allocation, run time management, and scheduling
 Experimental design, statistical analysis, simulation

 6. Measurement and evaluation
 Evaluation methodology and metric
 Testbed methodologies and systems
 Instrumentation, sampling, tracing, and profiling of Large-scale real-world applications and systems
 Collection and analysis of measurement data that yield new insights
 Measurement-based modeling (e.g., workloads, scaling behavior, assessment of performance bottlenecks)
 Methods and tools to monitor and visualize measurement and evaluation data
 Systems and algorithms that build on measurement-based findings
 Advances in data collection, analysis, and storage (e.g., anonymization, querying, sharing)
 Reappraisal of previous empirical measurements and measurement-based conclusions
 Descriptions of challenges and future directions the measurement and evaluation community should pursue
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Conference date: Nov. 7th - Nov. 9th, 2022 (Virtual)
Submission site: https://bench2022.hotcrp.com/

Introduction
Benchmarks, Data, Standards, Measurements, and Optimizations are fundamental human activities and assets. The Bench
conference has two essential duties: promote data or benchmark-based quantitative approaches to tackle multidisciplinary
and interdisciplinary challenges; connect architecture, system, data management, algorithm, and application communities to
better co-design for the inherent workload characterizations.

The Bench conference provides a high-quality, single-track forum for presenting results and discussing ideas that further the
knowledge and understanding of the benchmarks, data, standards, measurements, and optimizations community as a whole.
It is a multidisciplinary and interdisciplinary conference. The past meetings attracted researchers and practitioners from the
architecture, system, algorithm, and application communities. It includes both invited sessions and contributed sessions.

Regularly, the Bench conference will present the BenchCouncil Achievement Award ($3000), the BenchCouncil Rising Star
Award ($1000), the BenchCouncil Best Paper Award ($1000), and the BenchCouncil Distinguished Doctoral Dissertation
Awards in Computer Architecture ($1000) and in other areas ($1000). This year, the BenchCouncil Distinguished Doctoral
Dissertation Award includes two tracks: computer architecture and other areas. Among the submissions of each track, four
candidates will be selected as finalists. They will be invited to give a 30-minute presentation at the Bench’22 Conference
and contribute research articles to BenchCouncil Transactions on Benchmarks, Standards and Evaluation. Finally, for each
track, one among the four will receive the award for each track, which carries a $1,000 honorarium.

Organization
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Jiahui Dai, BenchCouncil
Qian He, Beijing Institute of Open Source Chip

Award Committees
BenchCouncil Distinguished Doctoral Dissertation Award Committee in Other Areas:
Jack Dongarra, University of Tennessee
Xiaoyi Lu, The University of California, Merced
Jeyan Thiyagalingam, STFC-RAL
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Call For Papers
The Bench conference encompasses a wide range of areas and topics in benchmarking, measurement, evaluation methods
and tools. We solicit papers describing original and previously unpublished work. The areas and topics of interest include,
but are not limited to the following.
 1. Areas:

 Architecture
 Data Management
 Algorithm
 Datasets
 System
 Network
 Reliability and Security
 Application

 2. Topics:
 Benchmark and standard specifications, implementations, and validations
 Dataset Generation and Analysis
 Workload characterization, quantitative measurement, design and evaluation studies
 Methodologies, abstractions, metrics, algorithms and tools
 Measurement and evaluation

Paper Submission
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For a short paper, the page limit is 8 pages in the LNCS format, not including references. The submissions will be judged
based on the merit of the ideas rather than the length. The reviewing process is double-blind. Upon acceptance, the
proceeding will be published by Springer LNCS (Indexed by EI). Please note that the LNCS format is the final one for
publishing. Distinguished papers will be recommended to and published by the BenchCouncil Transactions on Benchmarks,
Standards and Evaluation (TBench).
At least one author must pre-register for the symposium, and at least one author must attend the symposium to present the
paper. Papers for which no author is pre-registered will be removed from the proceedings.

Submission site:https://bench2022.hotcrp.com/
LNCS Latex template:https://www.benchcouncil.org/file/llncs2e.zip

Awards
* BenchCouncil Achievement Award ($3,000)
- This award recognizes a senior member who has made long-term contributions to benchmarking, measuring, and
optimizing. The winner is eligible for the status of a BenchCouncil Fellow.

* BenchCouncil Rising Star Award ($1,000)
- This award recognizes a junior member who demonstrates outstanding potential for research and practice in benchmarking,
measuring, and optimizing.

* BenchCouncil Best Paper Award ($1,000)
- This award recognizes a paper presented at the Bench conferences, which demonstrates potential impact on research and
practice in benchmarking, measuring, and optimizing.

* BenchCouncil Distinguished Doctoral Dissertation Award ($2000)
- This award recognizes and encourages superior research and writing by doctoral candidates in the broad field of
benchmarks, data, standards, evaluations, and optimizations community. This year, the award includes two tracks, including
the BenchCouncil Distinguished Doctoral Dissertation Award in Computer Architecture ($1000) and BenchCouncil
Distinguished Doctoral Dissertation Award in other areas ($1000).
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