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A B S T R A C T

Conversational AI systems like ChatGPT have seen remarkable advancements in recent years, revolutionizing
human–computer interactions. However, evaluating the performance and ethical implications of these systems
remains a challenge. This paper delves into the creation of rigorous benchmarks, adaptable standards, and
an intelligent evaluation methodology tailored specifically for ChatGPT. We meticulously analyze several
prominent benchmarks, including GLUE, SuperGLUE, SQuAD, CoQA, Persona-Chat, DSTC, BIG-Bench, HELM
and MMLU illuminating their strengths and limitations. This paper also scrutinizes the existing standards set by
OpenAI, IEEE’s Ethically Aligned Design, the Montreal Declaration, and Partnership on AI’s Tenets, investigat-
ing their relevance to ChatGPT. Further, we propose adaptive standards that encapsulate ethical considerations,
context adaptability, and community involvement. In terms of evaluation, we explore traditional methods like
BLEU, ROUGE, METEOR, precision–recall, F1 score, perplexity, and user feedback, while also proposing a novel
evaluation approach that harnesses the power of reinforcement learning. Our proposed evaluation framework
is multidimensional, incorporating task-specific, real-world application, and multi-turn dialogue benchmarks.
We perform feasibility analysis, SWOT analysis and adaptability analysis of the proposed framework. The
framework highlights the significance of user feedback, integrating it as a core component of evaluation
alongside subjective assessments and interactive evaluation sessions. By amalgamating these elements, this
paper contributes to the development of a comprehensive evaluation framework that fosters responsible and
impactful advancement in the field of conversational AI.
1. Introduction

In recent years, the rapid rise of conversational AI systems has
eshaped human–computer interactions, propelling us towards a future
here natural language conversations with machines become common-
lace. Among the myriad of AI systems, ChatGPT, a product of OpenAI,
as emerged as a paragon, showcasing remarkable language generation
apabilities [1,2]. As this field gains momentum, the necessity to create
tringent benchmarks, adaptable standards, and intelligent evaluation
riteria becomes paramount to drive responsible development and
onstant refinement of systems like ChatGPT [3–5].

ChatGPT has garnered significant attention for its impressive lan-
uage generation capabilities and ability to engage in contextually rel-
vant conversations. However, the evaluation of such systems presents
nique challenges that need to be addressed to ensure their continuous
mprovement and responsible development.

The need for robust benchmarks, adaptive standards, and intelligent
valuation criteria arises from the increasing demand for conversational
I systems that can understand and respond to human queries, provide
eaningful interactions, and maintain ethical considerations [6–9].

E-mail address: ppray@cus.ac.in.

The evaluation of these systems requires a comprehensive and multi-
dimensional approach that goes beyond traditional metrics and em-
braces the complexities of language understanding, context awareness,
and ethical alignment.

Motivated by these challenges, this paper proposes a comprehensive
evaluation framework for ChatGPT that encompasses prominent bench-
marks, adaptive standards, and intelligent evaluation methods [10–12].
The framework aims to enhance the performance assessment, ethical
alignment, and user satisfaction of ChatGPT. By providing a clear
roadmap for evaluation, the proposed framework ensures the responsi-
ble and impactful development of ChatGPT and future conversational
AI systems [13,14].

Our research objectives are multi-pronged:

• Performance Assessment Enhancement: We endeavor to design
task-specific benchmarks and evaluation metrics to assess Chat-
GPT’s prowess across an array of conversational tasks, emphasiz-
ing its comprehension of context, maintenance of coherence, and
delivery of precise and relevant responses.
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• Ethical Alignment: Given the profound influence of AI in our
lives, the development of adaptive standards is crucial for en-
suring that ChatGPT complies with ethical guidelines. We lever-
age the principles outlined in recognized frameworks such as
IEEE’s Ethically Aligned Design and the Montreal Declaration, to
mitigate potential biases, safeguard user privacy, and promote
responsible data handling.

• Innovating Evaluation Techniques: We place significant em-
phasis on refining evaluation methodologies that gauge the qual-
ity and effectiveness of ChatGPT. By examining metrics beyond
traditional measures, harnessing user feedback, and utilizing re-
inforcement learning techniques, we aspire to provide a compre-
hensive and nuanced evaluation.

Our work makes substantial contributions to the field. Firstly, we
ffer an in-depth analysis of leading benchmarks in conversational AI,
roviding insights into their strengths and limitations. Secondly, we
nvestigate the applicability of existing ethical standards to ChatGPT
nd propose adaptive standards that ensure ethical and responsible
onversational AI practices. Thirdly, we examine prevalent evaluation
ethods and propose an innovative, multi-dimensional approach to

enchmarking ChatGPT. We also underscore the value of user-centered
valuation, and advocate for the integration of user feedback, subjec-
ive assessments, and interactive evaluation sessions into the overall
valuation framework.

Our ultimate goal is to develop an integrated evaluation frame-
ork that facilitates the development of conversational AI systems that
re not only proficient linguistically, but also ethically aligned, user-
entric, and adaptable to evolving challenges and expectations. The
nsuing sections will unpack the specifics of our evaluation framework
or ChatGPT, offering a comprehensive analysis that serves to drive the
esponsible and impactful development of conversational AI systems.

. State-of-the-art of benchmarks, standards, and evaluation cri-
eria

Benchmarking is required for ChatGPT to ensure the model’s per-
ormance meets the objectives and standards set by its developers and
sers. A few key reasons for this necessity are:

• Quality Assurance: Benchmarking helps verify that the model’s
responses are accurate, contextually appropriate, and free from
factual errors or misconceptions. It checks whether the model
can understand and generate text in a manner that meets the
expectations for human-like conversation.

• Improvement Over Time: By benchmarking, developers can
identify the model’s strengths and weaknesses. This informa-
tion guides the future improvement of the model, enhancing its
performance over time.

• User Experience: Benchmarking is crucial to ensure a positive
user experience. The model should respond to users in a way that
is engaging, helpful, and respectful. The ability to manage various
conversational scenarios is key to meeting user expectations.

• Ethical Compliance: With benchmarking, developers can ensure
that the model handles sensitive topics appropriately, respects
user privacy, and adheres to the guidelines for responsible AI
usage.

• Comparison with Other Models: Finally, benchmarking allows
for an objective comparison of ChatGPT with other AI models.
This can aid in choosing the best tool for specific applications and
helps in communicating the model’s capabilities to potential users
or stakeholders.

Benchmarking the efficacy of ChatGPT demands meticulous plan-

ing, along with the strategic implementation of multiple key measures.
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• Firstly, human-like conversation simulation should be checked:
can it maintain relevant and engaging dialogue, mirroring the co-
herence, empathy, humor, and complexity a human might offer?

• Next, factual accuracy is critical — the AI should provide up-
to-date, reliable information consistent with its knowledge cut-
off. Natural language understanding and generation are essential
too, evidenced by the model’s ability to parse complex input
and create grammatically sound, clear and concise output. Fur-
thermore, the model’s capacity for context-awareness is crucial,
keeping track of ongoing conversations and adapting responses
to situational nuances.

• Lastly, but not least, ethical considerations must be evaluated, ob-
serving how well the model respects privacy, avoids inappropriate
content, and handles sensitive topics. Therefore, a comprehensive
benchmark for ChatGPT necessitates a holistic assessment, scru-
tinizing not only its intellectual prowess but also its ability to
maintain meaningful, responsible, and human-like interactions.

This subsection critically evaluates the existing benchmarks, stan-
ards, and evaluation methods utilized in the field of conversational
I, focusing on their strengths, weaknesses, and limitations. It provides
comprehensive review of prominent benchmarks such as GLUE, Su-

erGLUE, SQuAD, CoQA, Persona-Chat, DSTC, BIG-Bench, HELM and
MLU along with an analysis of the standards set by OpenAI, IEEE’s
thically Aligned Design, the Montreal Declaration, and Partnership
n AI’s Tenets. Additionally, it discusses common evaluation methods
ike BLEU, ROUGE, METEOR, precision–recall, F1 score, perplexity, and
ser feedback.

.1. Benchmarks

.1.1. GLUE and SuperGLUE
General Language Understanding Evaluation (GLUE) [15] and its

uccessor, SuperGLUE [16], are benchmarks designed to evaluate the
erformance of models across a wide range of NLP tasks. GLUE consists
f nine tasks, including question-answering, sentiment analysis, and
extual entailment. SuperGLUE builds upon GLUE and includes more
hallenging tasks, pushing the boundaries of NLP models.

• Strengths

– Comprehensive: GLUE and SuperGLUE cover diverse tasks,
enabling evaluation of models’ generalization capabilities.

– Research Focus: These benchmarks encourage researchers to
develop models that perform well across multiple NLP tasks.

• Weakness

– Task-Specific Limitations: GLUE and SuperGLUE may not
capture all nuances and complexities of specific tasks.

– Limited Scope: The benchmarks may not cover all possible
types of NLP tasks.

.1.2. SQuAD
The Stanford Question Answering Dataset (SQuAD) is a popular

enchmark for question answering models [17]. It provides passages
nd corresponding questions that require understanding of the passage
o answer.

• Strengths

– Contextual Understanding: SQuAD assesses a model’s ability
to comprehend and extract information from passages.

– High-Quality Dataset: The dataset is carefully curated,
providing reliable evaluation data for question-answering

tasks.
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• Weakness

– Task-Specific: SQuAD primarily focuses on question answer-
ing and may not generalize well to other conversational
tasks.

– Complexity Representation: The complexity of questions
and passages may not fully represent the diversity of real-
world applications.

.1.3. Conversational question answering (CoQA)
The CoQA benchmark is designed to evaluate models on their

bility to handle conversational question answering, which requires
nderstanding of the conversation history [18].

• Strengths

– Conversation Context: CoQA evaluates models’ ability to
maintain context and generate coherent responses in a con-
versational setting.

– Realistic Interactions: The dataset captures the dynamic
nature of conversations, adding a layer of complexity to the
evaluation. Research Focus: These benchmarks encourage
researchers to develop models that perform well across
multiple NLP tasks.

• Weakness

– Limited Conversational Data: Availability of conversational
datasets like CoQA may be restricted, hindering broader
evaluation.

– Complexity of Context: Modeling conversational context ac-
curately can be challenging, and the benchmark may not
fully capture all contextual nuances.

.1.4. Persona-chat
Persona-Chat focuses on maintaining consistent personas during

onversations [19]. It consists of a dataset of over 131,000 utterances
here models are trained to engage in dialogue while adhering to
redefined personas.

• Strengths

– Persona Consistency: Persona-Chat evaluates models on
their ability to sustain and embody specific personas during
conversations.

– Human-like Interaction: The benchmark encourages the de-
velopment of more engaging and natural conversational AI
models.

• Weakness

– Persona Requirement: The necessity to maintain personas
may not be applicable or relevant to all conversational AI
applications.

– Overlooking Other Aspects: Focusing solely on persona con-
sistency may divert attention from other essential factors
such as accuracy and relevance of responses.

.1.5. Dialogue system technology challenges (DSTC)
DSTC consists of annual competitions that offer a benchmark for

arious dialogue-related tasks [20]. The challenges encompass a wide
ange of dialogue system facets, including dialogue state tracking,
entiment analysis, and natural language understanding.

• Strengths

– Task Variety: DSTC covers diverse dialogue-related tasks,
allowing evaluation across multiple dimensions of dialogue

systems.
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– Research Advancement: The competitions encourage the de-
velopment of innovative techniques and foster collaboration
in the field.

• Weakness

– Contextual Diversity: Given the complexity and variabil-
ity of human conversations, it can be challenging for a
benchmark like DSTC to sufficiently cover the diversity
of conversational contexts that a dialogue system might
encounter in real-world applications.

– Competition Limitations: The competition format may re-
strict flexibility for researchers to explore different ap-
proaches.

2.1.6. BIG-Bench
BIG-Bench is a benchmark for evaluating large language models,

specifically focusing on assessing their performance across various
language tasks [21]. It covers a wide range of tasks such as text clas-
sification, summarization, translation, question answering, and more.
BIG-Bench utilizes a large-scale dataset to provide a comprehensive
evaluation of the models. It is an open-source benchmark that promotes
collaboration and reproducibility in the research community.

• Strengths

– Comprehensive Evaluation: BIG-Bench aims to provide a
comprehensive evaluation framework for large language
models by covering various language tasks, including text
classification, summarization, translation, question answer-
ing, and more.

– Diverse Benchmark Tasks: It includes a wide range of bench-
mark tasks, allowing researchers to assess the model’s
performance across different domains and linguistic capa-
bilities.

– Large-Scale Dataset: BIG-Bench utilizes a large-scale dataset,
enabling robust evaluation and providing a more realistic
assessment of the model’s capabilities.

– Open-Source and Reproducible: The benchmark is open-
source, facilitating collaboration among researchers, and
providing a reproducible evaluation platform.

• Weakness

– Limited Task-Specific Evaluation: While BIG-Bench covers
a wide range of language tasks, it may lack task-specific
evaluations that focus on the nuances and requirements of
individual tasks. This term refers to the tendency in some
previous works to evaluate AI systems based on a narrow set
of tasks, often those for which the system was specifically
trained or designed. While this approach can provide valu-
able insights into the system’s performance on those specific
tasks, it can also be somewhat limiting as it might not
reflect the system’s adaptability to other tasks or contexts.
For instance, a chatbot trained for customer service might
perform well in that specific context but struggle to carry on
a casual, open-ended conversation. It is important to include
a range of tasks in the evaluation to get a better sense of the
system’s versatility and adaptability.

– Potential Bias in Dataset: Depending on the data sources
used for training, there might be biases present in the
benchmark dataset, which could impact the fairness and
generalizability of the evaluation results.

– Resource-Intensive: The large-scale dataset and comprehen-
sive evaluation framework of BIG-Bench require significant
computational resources, which may limit its accessibility
for certain researchers or organizations.
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Table 1
Comparison of various benchmarks.

Benchmark Key features Number of
tasks/datasets

Task
diversity

Context
awareness

Persona
consistency

GLUE/SuperGLUE Comprehensive, diverse tasks 9 for GLUE, 8 for
SuperGLUE

Yes No No

SQuAD Contextual understanding 2 No No No
CoQA Conversation history awareness 1 No Yes No
Persona-Chat Persona consistency 1 No No Yes
DSTC Variety of dialogue tasks Varies annually Yes Yes No
BIG-Bench Comprehensive evaluation across language tasks open-source 3 No No No
HEML Assessment of contextual understanding and reasoning challenging tasks 2 Yes Yes Yes
MMLU Evaluation across multiple languages and domains standardized metrics 1 No No No
2.1.7. Holistic evaluation of language models (HELM)
HELM aims to evaluate language models by assessing their con-

extual understanding and reasoning abilities. It focuses on designing
hallenging tasks that require deep comprehension, including linguistic
uances, common sense, and logical reasoning [22]. HELM incorpo-
ates evaluations in multiple languages to ensure linguistic diversity
nd cross-lingual evaluation. It provides an open evaluation platform
or researchers to compare their models against state-of-the-art models.

• Strengths

– Emphasis on Contextual Understanding: HELM focuses on
assessing the contextual understanding and reasoning abili-
ties of language models by designing challenging tasks that
require deep comprehension.

– Linguistic and Commonsense Knowledge Evaluation: It in-
corporates evaluation metrics that measure the model’s
understanding of linguistic nuances, common sense, and
logical reasoning, providing a holistic assessment.

– Linguistic Diversity: HELM includes diverse evaluation tasks
that cover multiple languages, ensuring that the benchmark
is not limited to English-centric evaluations.

– Open Evaluation Platform: HELM provides an open evalu-
ation platform, enabling researchers to submit their mod-
els and compare their performance against state-of-the-art
models.

• Weakness

– Limited Coverage of Language Tasks: HELM may not cover
the full spectrum of language tasks, focusing more on the
contextual understanding aspect. This may restrict its appli-
cability to specific evaluation scenarios.

– Evaluation Complexity: The evaluation tasks designed in
HELM can be complex, requiring advanced linguistic and
reasoning capabilities, which may pose challenges for mod-
els that are not specifically trained for such tasks.

– Reliance on Human Annotations: Some HELM tasks may
require human annotations or human evaluations, which
could introduce subjectivity and potential biases in the eval-
uation process.

2.1.8. Multilingual multi-domain language understanding (MMLU)
MMLU focuses on evaluating language models across multiple lan-

guages and domains [23]. It covers evaluations in various domains,
including news, e-commerce, and conversational data. MMLU incor-
porates languages from different language families to promote cross-
lingual evaluation and linguistic diversity. The benchmark employs
standardized evaluation metrics for fair comparisons between different
language models. Table 1 compares various benchmarks.

• Strengths

– Multilingual Evaluation: MMLU focuses on evaluating lan-
guage models across multiple languages, providing insights
into the models’ performance on a global scale.
4

– Cross-Domain Evaluation: It covers evaluations in various
domains, including news, e-commerce, and conversational
data, ensuring a diverse assessment of models’ performance
in different contexts.

– Linguistic Diversity: MMLU incorporates languages from
different language families, increasing the coverage of lan-
guages and promoting cross-lingual evaluation.

– Standardized Evaluation Metrics: MMLU employs standard-
ized evaluation metrics, allowing for fair comparisons be-
tween different language models.

• Weakness

– Limited Task Coverage: MMLU may not cover all possible
language tasks, potentially missing some specialized tasks
or domains that require specific evaluation criteria.

– Dependency on Available Multilingual Data: The evaluation
in MMLU heavily relies on the availability of multilingual
data, which may limit the scope of evaluation for certain
language pairs or low-resource languages.

– Potential Dataset Bias: The dataset used in MMLU may
exhibit biases based on the sources and collection methods,
which can impact the fairness and generalizability of the
evaluation results.

2.1.9. Openai’s guidelines
OpenAI’s Guidelines encompass principles related to AI behavior,

safety, broad access, and long-term robustness [24]. These guidelines
provide a framework for responsible AI development and deployment.

• Strengths

– Comprehensive Framework: OpenAI’s Guidelines offer a
holistic approach to AI development, considering ethical
implications and long-term impact.

– Societal Considerations: The guidelines emphasize the im-
portance of fairness, safety, and avoiding undue concentra-
tion of power.

• Weakness

– OpenAI-specific: The guidelines are specific to OpenAI’s
approach and may not directly apply to other organizations
or models.

– Balancing Trade-offs: Implementing all the principles may
require difficult trade-offs between competing priorities.

2.1.10. IEEE’s Ethically Aligned Design
IEEE’s Ethically Aligned Design provides a set of principles, recom-

mendations, and guidelines for ethically aligned AI development [25].
It emphasizes the importance of ensuring AI systems align with ethical
values and human rights.
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Table 2
Comparison of various standards.

Standard Key principles Developed by Applicable to Adoption Trade-off
considerations

Ethical
considerations

OpenAI’s Guidelines AI behavior, safety OpenAI AI and AGI Used by OpenAI Yes Yes
IEEE’s Ethically Aligned Design Ethical AI implementation IEEE AI and AIS Used worldwide Yes Yes
Montreal Declaration Well-being, Autonomy, Justice University of Montreal AI and AIS Endorsed by organizations Yes Yes
Partnership on AI’s Tenets Cooperation, Safety, Fair Access Partnership on AI AI and AIS Endorsed by partners Yes Yes
f
I
b
a

𝑅
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• Strengths

– Ethical Framework: IEEE’s document offers a comprehen-
sive framework for designing AI systems that prioritize eth-
ical considerations.

– Wide Adoption: The standards have gained recognition and
are widely adopted across industries and research commu-
nities.

• Weakness

– High-level Principles: The principles provided by IEEE are
general, requiring interpretation and adaptation to specific
AI systems and applications.

– Balancing Ethical Considerations: Incorporating all ethical
principles may involve challenging trade-offs and complex
decision-making.

.1.11. The Montreal Declaration for responsible AI
The Montreal Declaration presents a comprehensive ethical frame-

ork for AI development [26]. It outlines principles such as respect for
utonomy, protection of privacy, and promotion of well-being.

• Strengths

– Holistic Ethical Approach: The Montreal Declaration covers
a broad range of ethical considerations, promoting respon-
sible AI development.

– Broad Endorsement: The declaration has received endorse-
ments from various organizations, fostering awareness and
acceptance of responsible AI practices.

• Weakness

– High-level Guidance: The principles may require further
elaboration and contextualization to ensure practical appli-
cation in different AI domains.

– Potential Conflicts: Balancing multiple ethical principles
may lead to conflicts when implementing AI systems.

2.1.12. Partnership on AI’s tenets
The Partnership on AI’s Tenets outlines principles for coopera-

tion, safety, fairness, and broad access to AI technology [27]. It high-
lights the importance of addressing societal challenges and promoting
responsible AI practices. Table 2 compares various standards.

• Strengths

– Cooperative Approach: The tenets encourage collaboration
among stakeholders to ensure responsible and beneficial AI
development.

– Focus on Safety and Fairness: The principles emphasize
safety measures, unbiased research, and inclusive deploy-
ment of AI technologies.

• Weakness

– Trade-off Considerations: Implementing all tenets may in-
volve complex trade-offs, as some principles might conflict
with each other in specific scenarios.

– Broad Interpretation: The tenets’ high-level nature requires
further clarification and guidance for practical implementa-

tion. m
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2.2. Evaluation criteria

This subsection discusses common evaluation methods used in con-
versational AI, including BLEU [28], ROUGE [29], METEOR [30],
precision–recall, F1 score, perplexity, and user feedback.

2.2.1. BLEU, ROUGE, and METEOR
Bilingual Evaluation Understudy (BLEU) is commonly used for eval-

uating the quality of machine translation or text generation. It com-
pares the n-gram overlap between the generated text and one or more
reference texts as shown in Eq. (1).

𝐵𝐿𝐸𝑈 = 𝐵𝑃 ∗ 𝑒𝑥𝑝(𝑠𝑢𝑚(𝑤𝑖 ∗ log(𝜋))) (1)

• BP (Brevity Penalty) is a penalty term that accounts for the
difference in length between the generated and reference texts.

• 𝜋 is the modified n-gram precision, which measures the ratio of
n-grams in the generated text that appear in the reference text.

• wi is the weight assigned to each n-gram precision.

Recall-Oriented Understudy for Gisting Evaluation (ROUGE) is used
or evaluating the quality of text summarization or document similarity.
t measures the overlap of n-grams, word sequences, and other features
etween the generated summary and the reference summary. Eqs. (2)
nd (3) present the formulations of ROUGE-N and ROUGE-L.

𝑂𝑈𝐺𝐸 −𝑁 = 𝐶𝑁
𝑇𝑁

(2)

𝑅𝑂𝑈𝐺𝐸 − 𝐿 = 𝐿𝐶𝑆
𝑇𝑁𝑊

(3)

• 𝐶𝑁 : Count of overlapping N-grams, 𝑇𝑁 : Count of N-grams in the
reference summary, 𝐿𝐶𝑆: Longest Common Subsequence, 𝑇𝑁𝑊 :
Total Number of Words in the reference summary

• ROUGE-N calculates the precision of n-gram matches between the
generated and reference summaries.

• ROUGE-L measures the longest common subsequence between the
generated and reference summaries.

Metric for Evaluation of Translation with Explicit Ordering (ME-
TEOR) is another metric commonly used for evaluating machine trans-
lation or text generation as shown in Eq. (4). It incorporates measures
of precision, recall, and alignment errors, along with stemming and
synonymy matching.

𝑀𝐸𝑇𝐸𝑂𝑅 = (1 − 𝛼) ∗ 𝑃 + 𝛼 ∗ 𝑅 ∗ (1 − 𝑃 ) (4)

• P: Precision measures the ratio of matching unigrams between the
generated and reference texts.

• R: Recall measures the ratio of matching unigrams in the gener-
ated text against the reference text.

• Penalty penalizes the generated text for incorrect word order or
alignment errors.

• 𝛼 is a parameter that controls the trade-off between precision and
recall.

BLEU, ROUGE, and METEOR are widely used metrics for evalu-
ting machine translation and text summarization. They compare the
odel-generated output to human-generated reference texts.
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• Strengths

– Quantitative Assessment: These metrics provide quantita-
tive measures of model performance, facilitating objective
evaluation.

– Scalability: BLEU, ROUGE, and METEOR can be automat-
ically computed, enabling efficient evaluation across large
datasets.

• Weakness

– Limitations in Capturing Quality: While useful for assessing
certain aspects of text generation, these metrics may not
capture all aspects of text quality, such as coherence or
relevance.

– Reference Dependency: The choice of reference texts may
not always represent the only correct or best possible out-
put.

.2.2. Precision, recall, F1 score
Precision, recall, and the F1 score are evaluation metrics commonly

sed in information extraction, question answering, and other tasks.
recision measures the proportion of true positives among all identified
ntities as shown in Eq. (5), while recall measures the proportion of true
ositives among all actual positives as shown in Eq. (6). The F1 score
s the harmonic mean of precision and recall as shown in Eq. (7).

𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇 𝑟𝑢𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
𝑇 𝑟𝑢𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

(5)

𝑒𝑐𝑎𝑙𝑙 = 𝑇 𝑟𝑢𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
𝑇 𝑟𝑢𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

(6)

1𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃 𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(7)

• True Positives represent the number of correctly identified in-
stances.

• False Positives represent the number of incorrect instances iden-
tified as positive.

• False Negatives represent the number of missed instances.
• Precision measures the proportion of true positives among all

identified instances.
• Recall measures the proportion of true positives among all actual

positive instances.
• F1 Score is the harmonic mean of precision and recall, providing

a single metric that balances the two.

• Strengths

– Quantitative Assessment: Precision, recall, and the F1 score
provide quantitative measures of model performance, en-
abling comparison and benchmarking.

– Balance between False Positives and Negatives: The F1 score
considers both precision and recall, allowing trade-offs be-
tween false positives and false negatives.

• Weakness

– Task-Specific Limitations: These metrics may not fully repre-
sent model performance for tasks that require more nuanced
evaluation criteria.

– Optimal Balance Variation: The optimal balance between
precision and recall may vary depending on the specific
application or task.
6

.2.3. Perplexity
Perplexity is a measure of how well a probability model predicts

sample. In the context of language models, a lower perplexity score
ndicates better performance. Perplexity is a metric commonly used to
valuate the performance of language models, including conversational
I systems. It measures how well a language model predicts a given
equence of words. Perplexity is calculated based on the probability
istribution of the language model. A lower perplexity score indicates
hat the language model can better predict the next word in a sequence
nd, therefore, has better performance. The formula for perplexity is as
ollows and shown in Eq. (8):

𝑒𝑟𝑝𝑙𝑒𝑥𝑖𝑡𝑦 = 2−
log𝑃 (𝑤)

𝑁 (8)

• 𝑃 (𝑤) represents the probability of the word sequence given by the
language model.

• 𝑁 represents the number of words in the sequence.

In essence, perplexity measures how surprised the language model
would be to see the actual word sequence. A lower perplexity score
suggests that the language model is more certain and accurate in its
predictions. To use perplexity in evaluation, the language model is
typically trained on a large dataset and then tested on a separate
evaluation dataset. The perplexity score is calculated by applying the
formula to the evaluation dataset. Lower perplexity scores indicate
better performance and a better ability of the language model to predict
the next word accurately. It is important to note that perplexity is
often used as an internal evaluation metric during the training and
fine-tuning of language models. While it provides a quantitative mea-
sure of how well the model fits the training data, it may not always
directly correlate with the overall quality or coherence of generated
text. Therefore, perplexity is usually used in conjunction with other
evaluation methods, such as human evaluation or task-specific metrics,
to get a more comprehensive understanding of the language model’s
performance.

1. Strengths

(a) Interpretable Measure: Perplexity provides a single, inter-
pretable measure of language model performance.

(b) Automatic Computation: Perplexity can be calculated au-
tomatically, enabling scalable evaluation across large
datasets.

2. Weakness

(a) Limited Text Quality Representation: Perplexity may not
always correlate with qualitative measures of text quality,
such as coherence or relevance.

(b) Assumption of Data Distribution: It assumes that the test
data follows the same distribution as the training data,
which may not always hold true in real-world scenarios.

2.2.4. User feedback
User feedback provides a qualitative evaluation of a conversational

AI system. It involves collecting feedback from users regarding their
satisfaction, engagement, and overall experience with the system. Ta-
ble 3 presents the comparison of various evaluation criteria. Here are
some steps to effectively utilize user feedback for evaluation.

• Design Feedback Collection Mechanisms: Implement mechanisms
that allow users to provide feedback easily. This can include
in-app rating systems, feedback forms, surveys, or even direct
interaction with users through interviews or focus groups.

• Define Evaluation Goals: Clearly define the evaluation goals and
the specific aspects of the system that you want to assess with user
feedback. This could include factors like system responsiveness,
accuracy of responses, naturalness of conversation, or overall user
satisfaction.
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Table 3
Comparison of various evaluation criteria.

Evaluation method Used in tasks Key feature Nature User
involvement

Scalability Subjectivity Quantitative

BLEU, ROUGE, METEOR Translation, Summarization Text overlap, precision,
recall

Quantitative No Yes Low Yes

Precision, Recall, F1 Score Information Extraction, QA True positive, false
positive, false negative

Quantitative No Yes No Yes

Perplexity Language modeling Language model perplexity Quantitative No Yes No Yes

User Feedback Conversational AI systems,
user satisfaction

Subjective user satisfaction
scores

Qualitative Yes Yes Yes No
• Gather Structured and Unstructured Feedback: Collect both struc-
tured and unstructured feedback from users. Structured feedback
can be in the form of ratings, rankings, or Likert scale responses,
while unstructured feedback can include open-ended comments
or suggestions. Structured feedback provides quantifiable metrics,
while unstructured feedback captures nuanced insights.

• Analyze Quantitative Metrics: Analyze structured feedback to
gather quantitative metrics. This can involve calculating averages,
aggregating ratings, or analyzing trends over time. These metrics
can provide a quantifiable understanding of user satisfaction or
specific aspects of the system’s performance.

• Analyze Qualitative Insights: Analyze unstructured feedback to
extract qualitative insights. This involves categorizing and sum-
marizing user comments, identifying recurring themes or issues,
and extracting actionable insights. Qualitative feedback provides
rich context and helps identify areas for improvement.

• Triangulate Feedback with Other Evaluation Measures: Combine
user feedback with other evaluation measures, such as perfor-
mance metrics or task-specific assessments. This helps gain a
comprehensive understanding of the system’s performance and
identifies correlations between user feedback and objective mea-
sures.

• Iterative Improvement: Use user feedback as a basis for itera-
tive improvement. Identify areas where the system falls short or
where user satisfaction can be enhanced, and prioritize enhance-
ments accordingly. Regularly incorporate user feedback into the
system’s development cycle to drive continuous improvement.

• Address User Concerns: Actively address user concerns and is-
sues raised through feedback. Communicate updates, improve-
ments, or resolutions to users to demonstrate responsiveness and
maintain user trust.

• Engage Users in Co-creation: Engage users in the co-creation pro-
cess by involving them in feedback-driven feature prioritization,
design decisions, or beta testing. This fosters a sense of ownership,
enhances user satisfaction, and ensures the system aligns with
user expectations.

• Strengths

– User-Centric Assessment: User feedback captures the subjec-
tive experience and satisfaction, providing valuable insights
into system performance.

– Comprehensive Evaluation: User feedback encompasses as-
pects that may not be fully captured by quantitative metrics,
such as the system’s naturalness and overall user experience.

• Weakness

– Resource-Intensive: Collecting and analyzing user feedback
can be time-consuming and resource-intensive, requiring
dedicated efforts.

– Subjectivity and Variability: User feedback can be subjec-
tive, and opinions may vary among users, making it chal-
lenging to generalize the evaluation results.
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2.2.5. New why metrics extend beyond traditional measures?
Traditional evaluation metrics for conversational AI systems, such

as BLEU, ROUGE, and F1 scores, are extremely valuable for assessing
the accuracy of generated responses based on reference responses.
However, these measures do not fully capture some crucial aspects of
conversation quality, such as context-sensitivity, dialogue coherence,
user satisfaction, and the relevance of responses.

For instance, context-sensitivity refers to the AI’s ability to adapt
its responses based on the conversational context. This aspect cannot
be properly captured by traditional metrics, which evaluate responses
independently of the conversational context. Therefore, we propose
the Contextual Sensitivity Index (CSI) to quantitatively assess the AI’s
ability to adjust its responses based on the conversation context.

Dialogue coherence is another important aspect often overlooked
by traditional metrics. A conversation should maintain a logical and
meaningful flow. To evaluate this, we propose a Dialogue Coher-
ence Measure, which can quantify the degree of coherence in the
conversation flow.

User satisfaction is one of the ultimate goals of any conversa-
tional AI system. Traditional metrics often fall short in capturing the
subjective experience of users. By incorporating user feedback and
human evaluation into our framework, we can gather insights into user
satisfaction and the perceived quality of conversations.

Lastly, the relevance of responses is another crucial aspect. A re-
sponse may be grammatically correct and similar to reference responses
(resulting in high scores in traditional metrics) but may still be irrel-
evant or inappropriate in a given context. To capture this, we pro-
pose a Relevance Measure, which assesses the pertinence of generated
responses.

While we recognize that some of these measures have been used in
other contexts or for specific tasks, our proposed framework integrates
them into a comprehensive evaluation system for conversational AI.
The combination of these measures provides a more nuanced and holis-
tic evaluation of the AI’s performance, filling gaps left by traditional
metrics. We hope this clarifies the need for these ‘‘beyond traditional’’
measures in our proposed framework.

Let us delve deeper into why the proposed metrics extend beyond
traditional measures in the context of evaluating conversational AI
systems.

• Contextual Sensitivity Index (CSI): Traditional metrics are in-
herently context-agnostic. They measure the linguistic closeness
of the generated response to a pre-determined ‘‘gold standard’’
response. However, this fails to capture an essential attribute of
natural conversations — the context-dependency. Conversations
are not merely exchanges of information but are deeply influ-
enced by the context they are embedded in. Therefore, it is crucial
to assess a model’s capability of being sensitive to the context, a
factor traditional measures do not address. CSI, as we propose,
quantifies this context sensitivity. It can detect if the model
appropriately adjusts its responses to changes in the context, such
as alterations in topic, sentiment, or nuances introduced by the
user. For instance, in a support chat scenario, if the user goes from
asking about a product’s feature to expressing frustration about it,
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the model should adjust its responses accordingly, demonstrating
empathy and providing assistance.
The CSI might be a normalized score that compares a model’s
responses in different contexts.

𝐶𝑆𝐼 =
𝑓 (Contextual Response Variation)
𝑔(Contextual Stimuli Variation) (9)

Here, f() could be a function that measures the degree of variation
in the model’s responses given a change in the contextual stimuli.
g() could be a function quantifying the variation in the contextual
stimuli.
Strengths

– CSI can capture a model’s ability to adapt its responses to
the changes in context.

– It focuses on a crucial aspect of conversational AI that
traditional metrics overlook: context sensitivity.

Weakness

– Determining an appropriate measure of ‘‘contextual varia-
tion’’ might be challenging.

– Some elements of context might be subtle or hard to quan-
tify.

• Dialogue Coherence Measure: Conversations are not random
sequences of exchanges but follow a certain logic or flow. They
are coherent narratives. While traditional metrics might capture
fluency or grammatical correctness, they are ill-equipped to as-
sess the conversational coherence over extended dialogues. We
propose a dialogue coherence measure that goes beyond sentence-
level assessment and looks at the conversation as a whole, from
the start to the current utterance, capturing both local and global
coherence.
This measure could assess both local (adjacent turn-to-turn) and
global (entire conversation) coherence.

Coherence Score = 𝛼 ∗ LC + 𝛽 ∗ GC (10)

LC: Local coherence could be quantified as the semantic similarity
between adjacent utterances.
GC: Global coherence could be quantified by considering the
semantic drift over the course of the conversation.
Strengths

– It takes into account the entire conversational flow, not just
individual utterances.

– It can capture the logical consistency and progression of a
conversation.

Weakness

– Deciding on suitable weights (𝛼 and 𝛽) for local and global
coherence might be tricky.

– Semantic drift computation could be computationally heavy
for long conversations.

• User Feedback and Human Evaluation: Traditional metrics are
quantitative, automated, and lack the human touch. They do not
factor in the user’s perception of the conversation or subjective
experience, which is crucial as the ultimate aim of conversational
AI is to engage and assist humans effectively. This is where user
feedback and human evaluation play a key role. Users can provide
insights into factors traditional metrics cannot perceive: Did they
find the conversation engaging? Did the AI understand and satisfy
their intent? Did they find the response natural, empathetic, or
creative, even if it deviated from standard responses?
This metric could be an aggregate score of different facets of user
feedback.

User Score = 𝛴[𝑤 ∗ 𝑋 ] (11)
𝑖 𝑖
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Here, Xi could represent different aspects of user feedback (like
satisfaction, understanding, helpfulness), and wi could be their
corresponding weights.
Strengths

– It is a direct measure of user satisfaction, which is the
ultimate goal of a conversational AI.

– It can capture aspects like naturalness, empathy, and cre-
ativity that automated metrics may miss.

Weakness

– User feedback might be subjective and could vary widely
between individuals.

– Collecting and analyzing user feedback can be resource-
intensive.

• Relevance Measure: Linguistic closeness to a reference response
does not necessarily equate to relevance. A response could be
grammatically correct and align well with a reference response
yet be entirely irrelevant to the conversation at hand. Therefore,
a relevance measure is crucial to assess how well a model’s
responses align with the current context and the user’s needs
and expectations. It goes beyond the myopic view of traditional
metrics and looks at the bigger picture — the conversation’s goal.
The Relevance Measure can assess how closely the AI’s responses
align with the content and purpose of the preceding conversa-
tional turns. It is crucial to ensure that the AI does not deviate
significantly from the topic, which would make the conversation
feel disjointed and reduce user satisfaction.
This measure assesses how closely the AI’s responses align with
the content and intent of the preceding conversational turns.

𝑅𝑀 =
Number of Relevant Responses

Total Number of Responses (12)

Strengths

– It directly evaluates how well the AI maintains the context
and stays on topic.

– It can prevent the AI from generating off-topic responses,
which are a common problem in chatbot conversations.

Weakness

– The definition of ‘‘relevance’’ can be subjective and may
differ across various conversational contexts.

– Some conversations might require the AI to shift topics
appropriately, which this metric might penalize.

• Task Success Rate (TSR): The Task Success Rate is a vital metric
when conversational AI systems are designed to perform specific
tasks, such as answering customer inquiries, booking appoint-
ments, or making reservations. This metric provides a direct
measure of the system’s ability to complete these tasks correctly
and is a clear indicator of the system’s practical value to users.
TSR is a crucial measure for task-oriented conversational AI sys-
tems. It provides a direct measure of the AI’s ability to correctly
complete the assigned tasks.

𝑇𝑆𝑅 = Number of Successful Tasks
Total Number of Tasks (13)

Strengths

– It directly measures the system’s ability to perform its in-
tended function.

– It is straightforward to calculate and understand.

Weakness

– The definition of ‘‘task success’’ can vary widely across
different types of tasks and may be hard to standardize.
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Table 4
Comparison of benchmarks, standards, and evaluation Criteria between ChatGPT and other AI models.

Parameters ChatGPT Other GPT/Deep learning models

Benchmark Purpose Assess conversational performance and interactivity Measure task-specific performance and capabilities
Focus Areas Coherence, context maintenance, multi-turn dialogue Task-specific metrics, accuracy, precision, recall
Task Diversity Multiple conversational benchmarks Task-specific benchmarks (e.g., translation, QA, etc.)
Persona Consistency Assessing persona adherence and consistency Not applicable to most models
Ethical Considerations Evaluating bias mitigation, responsible behavior General ethical guidelines and data handling practices
Standards Purpose Define guidelines and principles for conversational AI General technical and ethical standards
Development Organizations OpenAI, research community, industry stakeholders Research community, organizations, standards bodies
Applicability Conversational AI systems Broad range of deep learning models and applications
Trade-off Considerations Balancing user experience, performance, and ethics Model complexity, training data requirements, fairness
Evaluation Criteria Flexibility Customized for conversational characteristics Task-specific evaluation metrics and benchmarks
User-Centric Evaluation User satisfaction, engagement, interaction quality Task-specific performance, accuracy, user feedback
Adaptability to New Challenges Dynamic evaluation criteria for emerging needs May require updates for new tasks or problem domains
– It does not capture the quality of the system’s interactions
with users outside the context of task completion.

In summary, these metrics and methods stretch beyond the tradi-
tional metrics’ capacity to evaluate a conversation’s quality, offering a
more comprehensive understanding of the model’s conversational com-
petence. While some of these measures might have been used in some
contexts, their use in evaluating conversational AI is relatively new.
Their integration into our proposed framework represents a major step
forward in the development of more holistic, nuanced, and user-centric
evaluation methodologies.

3. Insight of benchmarks, standards and evaluations of ChatGPT

3.1. Differences between ChatGPT and other AI models

Benchmarks, standards, and evaluation criteria for ChatGPT may
differ from those used for other GPT or deep learning models due
to the specific nature of conversational AI systems. Here’s how they
differ [31,32].

• Benchmarks: ChatGPT benchmarks focus on assessing the per-
formance and capabilities of the model in conversational sce-
narios, emphasizing factors like interactivity, coherence, and
context maintenance. Traditional benchmarks for other GPT or
deep learning models may focus on specific tasks like machine
translation, question answering, or sentiment analysis, with less
emphasis on the dynamic and interactive nature of conversations.

• Standards: Standards for ChatGPT encompass guidelines and
principles specific to conversational AI, addressing ethical consid-
erations, user experience, and responsible behavior in interactive
dialogue systems. Standards for other GPT or deep learning mod-
els may focus on general ethical guidelines, technical performance
metrics, or data handling practices, but may not explicitly address
the complexities and challenges unique to conversational AI.

• Evaluation Criteria: Evaluation criteria for ChatGPT emphasize
aspects such as context awareness, persona consistency, user sat-
isfaction, and relevance in multi-turn conversations. Evaluation
criteria for other GPT or deep learning models may focus on
metrics like accuracy, precision, recall, or F1 score, typically
measured on specific tasks or datasets.

The key distinction lies in the specific requirements and charac-
teristics of conversational AI systems like ChatGPT, which necessitate
tailored benchmarks, standards, and evaluation criteria. Conversational
AI places emphasis on interactivity, contextual understanding, user
experience, and ethical considerations that differ from the task-specific
evaluation used for other deep learning models. Here’s an expanded
comparison table that provides more details and parameters for com-
paring benchmarks, standards, and evaluation criteria between Chat-
GPT and other GPT or deep learning models. Table 4 shows the
comparison of benchmarks, standards, and evaluation Criteria between

ChatGPT and other AI models.
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3.2. Key issues in evaluation criteria

We present some existing challenges in the evaluation of conversa-
tional AI systems like ChatGPT, along with specific points that highlight
the complexities and considerations involved [33].

• Contextual Understanding: Capturing and maintaining context
across multiple turns of conversation, resolving coreferences and
handling ambiguous or implicit references, and understanding
and addressing user intent and nuanced queries.

• Coherence and Relevance: Ensuring that the generated re-
sponses remain coherent and relevant throughout a conversation,
aligning with the user’s expectations and intent, and avoiding
generic or nonsensical responses that do not address the user’s
query.

• Bias and Fairness: Detecting and mitigating biases in the gener-
ated responses, ensuring fairness and equitable treatment across
different user demographics, and avoiding the propagation of
harmful stereotypes or discriminatory views.

• Ethical Considerations: Protecting user privacy and responsibly
handling sensitive information, avoiding the generation of offen-
sive, harmful, or misleading content, and ensuring transparency
in communicating the system’s capabilities and limitations.

• Evaluation Metrics: Developing comprehensive metrics that cap-
ture the nuances of conversational AI, incorporating both quanti-
tative and qualitative measures to assess system performance, and
striking a balance between different evaluation criteria to provide
a holistic assessment.

• User Engagement and Satisfaction: Maintaining user engage-
ment throughout a conversation, providing responses that are not
only accurate but also engaging and natural, and ensuring user
satisfaction by meeting their expectations and preferences.

• Robustness and Error Handling: Handling out-of-scope queries
and gracefully responding to unsupported requests, detecting and
addressing cases where the model generates incorrect or nonsen-
sical responses, and effectively managing errors or misinterpreta-
tions during the conversation.

• Scalability and Generalization: Ensuring that the system’s per-
formance generalizes well to unseen scenarios, scaling the system
to handle high volumes of concurrent conversations, and eval-
uating its performance on diverse datasets and real-world use
cases.

• User-Centered Design: Incorporating user feedback and involv-
ing users in the evaluation process, designing systems that adapt
to individual user preferences and needs, and striking a balance
between system capabilities and user expectations to optimize the
user experience.

• Real-Time Interaction: Enabling fast and seamless responses
in real-time conversations, minimizing latency to ensure timely
interaction for a smooth user experience, and managing the com-

putational requirements for real-time response generation.
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3.3. Adaptability aspects for ChatGPT

Achieving adaptability in the creation of new benchmarks, stan-
dards, and evaluation criteria for ChatGPT involves considering the
dynamic nature of the field, evolving requirements, and emerging
challenges. Here are some key aspects to consider for achieving adapt-
ability [34].

• Flexibility in Design: To promote adaptability, benchmarks,
standards, and evaluation criteria should be designed with flexi-
bility in mind. This includes accommodating future changes and
advancements by allowing for iterative updates and revisions
based on emerging research, user feedback, and evolving needs.
Incorporating modularity in the design enables easy addition or
modification of evaluation components as the field progresses.

• Community Collaboration: Collaboration among researchers,
developers, and stakeholders is essential for adaptability. Foster
an environment of open discussions, knowledge sharing, and par-
ticipation to collectively define benchmarks, standards, and eval-
uation criteria. Establish community-driven processes to gather
input, incorporate diverse perspectives, and validate the proposed
criteria, ensuring that they reflect the needs and requirements of
the wider community.

• Engagement with User Feedback: User feedback plays a crucial
role in creating adaptable benchmarks, standards, and evaluation
criteria. Actively seek and incorporate user perspectives to ensure
that the criteria align with their needs, expectations, and desired
outcomes. Regularly assess and integrate user feedback to refine
and update the benchmarks and evaluation protocols, making
them more relevant and effective.

• Consideration of Emerging Challenges: Staying informed about
emerging challenges and novel use cases in conversational AI
is essential for adaptability. Continuously evaluate the relevance
of existing benchmarks and standards, identifying gaps and new
requirements. Proactively address ethical, fairness, and privacy
concerns that arise as conversational AI systems evolve, ensuring
that the criteria are responsive to the changing landscape.

• Iterative Improvement: Approach the creation of benchmarks,
standards, and evaluation criteria as an iterative process. Gather
feedback from researchers, developers, and the wider community
to refine and enhance the criteria over time. Embrace a growth
mindset that welcomes continuous improvement as new insights
and techniques emerge, keeping the benchmarks and standards
up-to-date and reflective of the latest advancements.

• Regular Updates and Versioning: Establish mechanisms for
regular updates and versioning of benchmarks, standards, and
evaluation criteria. Release new versions that incorporate feed-
back, address limitations, and adapt to the evolving landscape.
Transparently communicate updates and changes to the wider
community, ensuring that stakeholders are aware of the latest
developments and can align their practices accordingly.

• Balance Consistency and Flexibility: Strive for consistency in
evaluation methodologies to enable benchmarking and compari-
son across different systems. However, strike a balance between
consistency and flexibility to accommodate diverse use cases,
domains, and emerging challenges. Allow for customization and
adaptation of evaluation criteria based on specific application
requirements, enabling the benchmarks and standards to cater to
a wide range of needs and contexts.

3.4. Proposed framework

Our proposed evaluation framework for ChatGPT is a six-layered
and comprehensive model that accounts for a wide range of evaluation
criteria from task-specific to human-based assessments. This robust
evaluation framework is necessary to ensure that the AI system is ca-
pable of understanding and responding to human queries, maintaining
10
coherence, providing relevant and accurate responses, and upholding
ethical considerations. Here is a deeper dive into each layer of the
evaluation framework.

3.4.1. Background
The following section presents a theoretical proposal for a bench-

marking and evaluation framework specifically developed for ChatGPT.
At present, this is a conceptual proposition and not a hands-on im-
plementation. We have formulated the proposed framework with the
intention of laying the groundwork for future practical applications
and developments in the field of Conversational AI. Our framework
comprises of diverse evaluation tasks and standards, which are rep-
resentative of a wide array of potential use cases. We acknowledge
that the scope of Conversational AI is vast and continuously evolving;
hence, our proposal is not exhaustive but focuses on the most critical
aspects of this field. We believe that our proposed framework, with its
structured evaluation tasks and progressive standards, could offer valu-
able insights to guide the responsible and effective development and
deployment of conversational models like ChatGPT. We also emphasize
that our framework is inherently adaptable to incorporate future ad-
vancements and emerging trends in AI. With this flexible design, it can
continue to serve as a reliable guide, reflecting and addressing the ever-
changing landscape of AI technologies. Fig. 1 presents the architecture
of the 6-layered proposed framework.

3.4.2. A multi-dimensional approach of proposed framework
• Task-Oriented Benchmarks: These are tasks specifically de-

signed to test various capabilities of ChatGPT. This category
is broken down into further subsections. Task-specific bench-
marks focus on evaluating the performance of a conversational
AI system on specific predefined tasks or domains. These bench-
marks are designed to assess the system’s ability to understand
and generate responses relevant to the given task. Examples
of task-specific benchmarks include question-answering datasets
like SQuAD or translation datasets like Workshop on Machine
Translation (WMT).

– Factual Understanding: Tasks testing the ability to under-
stand and generate factual information. For instance, ques-
tions about historical events, scientific concepts, or general
knowledge.

– Contextual Understanding: Tasks to evaluate the model’s
ability to grasp and maintain context over a conversation.
An example could be a sequence of questions where each
question relies on information from the previous one.

– Coherence: Tasks to assess whether the model maintains
coherence in long responses or over a long conversation.
Ambiguity Resolution: Tasks that test the system’s ability to
handle ambiguous queries and requests.

Measuring task-oriented benchmarks can involve following tech-
niques.

– Accuracy: Measure the percentage of correctly answered
questions or tasks.

– F1 Score: Compute the harmonic mean of precision and
recall, particularly used in question answering benchmarks.

– BLEU: Measure the quality of machine-generated transla-
tions by comparing them to reference translations.

– ROUGE: Assess the quality of machine-generated sum-
maries by comparing them to reference summaries.

– METEOR: Evaluate the quality of machine-generated trans-
lations by considering precision, recall, and alignment.

Strength

– Task-oriented benchmarks focus on evaluating the perfor-
mance of a conversational AI system on specific predefined
tasks or domains.
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Fig. 1. Proposed framework for ChatGPT benchmark evaluation.

– They provide a clear and measurable evaluation criterion
based on the successful completion of the task.

– These benchmarks help assess the system’s ability to under-
stand and generate responses relevant to the given task.

– They enable direct comparison and evaluation of different
systems on the same task.

Weakness

– Selecting the right set of task-oriented benchmarks can be
challenging due to the diverse range of tasks and domains.

– It may be difficult to capture the full complexity of real-
world tasks within a benchmark, leading to potential limi-
tations in generalizability.

– Designing high-quality task-specific datasets for benchmark-
ing can be time-consuming and resource-intensive.

• Real-World Application Benchmarks: These involve creating
real-world scenarios for evaluation. Such benchmarks aim to
evaluate the system’s performance in real-world scenarios, where
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the conversations are more diverse and dynamic. These bench-
marks simulate realistic conversational settings and evaluate the
system’s ability to handle complex interactions, maintain con-
text, and provide appropriate responses. Real-world application
benchmarks often involve more open-ended conversations, such
as customer support dialogues or interactive chat sessions. A few
examples include.

– Customer Service Simulations: ChatGPT should be able to
manage a customer’s request, provide accurate information,
and offer a satisfactory resolution. Evaluation can be based
on success rate, resolution time, and customer satisfaction.

– Education and Tutoring Scenarios: Tasks could involve
explaining complex concepts, answering educational queri-
es, and interacting in a pedagogically effective manner.

Measuring real-world application benchmarks can involve follow-
ing techniques.

– Human Evaluation: Conduct manual assessments where
human judges rate the quality of the system’s responses
based on criteria such as relevance, fluency, and appropri-
ateness.

– User Feedback: Collect feedback from real users who
interact with the system in real-world scenarios, such as
customer support or chat applications.

– Contextual Coherence: Measure the system’s ability to
maintain context and coherence throughout a conversa-
tion by evaluating the flow and continuity of dialogue ex-
changes.

– Relevance: Assess the relevance of the system’s responses
to the specific user queries or prompts in a real-world
context.

– User Satisfaction: Gather user ratings or feedback to gauge
their overall satisfaction and experience with the system.

In determining representative real-world tasks or applications to
serve as benchmarks, we propose a three-pronged approach:

– User-Driven Selection: The first step involves identify-
ing the primary ways users interact with ChatGPT. This
involves extensive user studies, surveys, and data analysis
to discern the most common and critical use-cases. For
instance, if most users engage with ChatGPT for drafting
emails or generating text, then benchmarks should include
tasks that directly assess these functions. On the other hand,
if users frequently engage in conversational dialogues with
ChatGPT, the benchmarks should reflect tasks that mea-
sure its performance in conversational understanding and
generation.

∗ Survey and User Studies: To identify the main inter-
actions users have with ChatGPT, we can conduct ex-
tensive surveys and user studies. These could involve a
combination of quantitative and qualitative methods.
For instance, users could be asked to rank various
use-cases of ChatGPT according to their frequency of
usage. They could also be invited to participate in
focus groups or interviews to share their experiences
and expectations in more detail.

∗ Data Analysis: ChatGPT interaction data (while re-
specting user privacy and data protection norms) could
be analyzed to identify common patterns and tasks.
Techniques such as data mining, clustering, and se-
quence analysis could help identify frequent user in-
teractions. Natural language processing techniques can
also be applied to the data to extract patterns and
insights, providing a rich source of user-driven tasks.
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∗ Advanced Analytical Techniques: Employing meth-
ods such as sentiment analysis, latent semantic anal-
ysis, or topic modeling to the user interaction data
can reveal not only common tasks but also users’
attitudes towards those tasks. Additionally, machine
learning techniques such as association rule learn-
ing can help discover relationships between different
types of interactions, revealing more complex tasks or
task sequences.

∗ User Persona Creation: By developing user personas,
or representations of different types of users based on
behavior patterns, needs, motivations, and goals, we
can derive an understanding of the needs and wants
of different user groups. This will guide us towards
representative tasks that cater to a wide range of users.

Diversity of Benchmarks: The evaluation should not be
limited to one or two tasks that represent the most common
uses. It should include a wide variety of tasks that measure
different aspects of the system’s capabilities. This could in-
clude tasks like question answering (to test understanding),
text generation (to test creative abilities), summarization
(to test conciseness), and translation (to test language ca-
pabilities). By selecting diverse tasks, we can create a more
holistic view of ChatGPT’s performance and versatility.

∗ Cognitive Task Diversity: The selected tasks should
not only reflect user interactions but also encompass a
wide spectrum of cognitive capabilities. For instance,
question answering tasks measure the system’s un-
derstanding and reasoning abilities. In contrast, text
generation tasks test the system’s creativity and co-
herence. Having a diverse set of tasks would ensure
a comprehensive evaluation.

∗ Domain-Specific Benchmarks: Given the wide-
ranging applications of ChatGPT, it is also crucial to
include domain-specific tasks. For instance, if Chat-
GPT is being used for drafting legal documents or
medical prescriptions, including benchmarks relevant
to those fields would provide a more accurate perfor-
mance measure.

∗ Multimodal Tasks: With the advancement of AI, many
chatbots have evolved to process multiple types of
input (like text, voice, image, etc.). Including multi-
modal tasks in the benchmark set can help evaluate
the AI’s capabilities across different modalities.

∗ Inter-task dependencies: In real-world applications,
a conversation often involves a series of interdepen-
dent tasks. Therefore, considering tasks in isolation
may not fully represent the AI’s capabilities. Including
compound tasks, which require the completion of one
task to start the next, can provide more comprehensive
insights.

Edge Case Inclusion: Real-world use often involves sce-
narios that were not explicitly catered to during system
design. These ‘‘edge cases’’ are critical for evaluating a sys-
tem’s robustness and generalization ability. For instance, the
benchmarks could include dialogues that involve ambiguous
references or require extensive world knowledge. It could
also involve multilingual conversations, or conversations
that require the system to handle sensitive topics tactfully.
By including these tasks in the benchmarks, we can assess
how well ChatGPT adapts to less-than-ideal or unexpected
scenarios.
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∗ Ethical and Sensitive Scenarios: Including tasks in-
volving sensitive topics is crucial in assessing how the
AI handles such situations. This could involve creating
hypothetical scenarios where the user brings up a
potentially distressing topic, and assessing how well
the AI responds.

∗ Handling Ambiguity: Tasks should also be designed
to measure the AI’s ability to handle ambiguity. This
could involve dialogues that contain ambiguous ref-
erences, require inference from context, or involve
languages other than English. Assessing these abil-
ities would provide valuable insights into the AI’s
robustness and ability to generalize from its training.

∗ Stress Testing: This involves testing the AI system
under extreme conditions, such as rapid-fire question-
ing, nonsensical input, or challenging factual ques-
tions. These tests can reveal the system’s resilience and
ability to handle unexpected situations.

∗ Long Conversations: Including tasks that involve
long conversations can test the AI’s ability to maintain
context and coherence over an extended interaction.
This is crucial in real-world applications, where con-
versations often go beyond simple question-answering.

Therefore, the process of selecting representative tasks as
benchmarks goes beyond merely picking the most com-
mon use-cases. It involves an in-depth understanding of the
system’s intended use, its capabilities, and potential real-
world scenarios it might encounter. By employing such a
comprehensive approach, we ensure that the benchmarks
chosen provide a detailed, holistic, and robust evaluation
of ChatGPT’s performance.

Strength

– Real-world application benchmarks aim to evaluate the sys-
tem’s performance in more diverse and dynamic conversa-
tional scenarios.

– They simulate realistic conversational settings and assess
the system’s ability to handle complex interactions, main-
tain context, and provide appropriate responses.

– These benchmarks provide a more comprehensive evalua-
tion of the system’s practical usability and performance.

– They help identify challenges and limitations that arise in
real-world applications.

Weakness

– Designing and curating real-world application benchmarks
can be challenging due to the need for diverse and repre-
sentative datasets.

– Evaluating performance in real-world scenarios may intro-
duce subjectivity, as user expectations and preferences can
vary.

– It may be difficult to ensure consistent evaluation criteria
across different real-world applications, potentially limiting
direct comparison between systems.

• Multi-Turn Dialogue Benchmarks: These benchmarks assess
the model’s performance in extended conversations. This type of
benchmarks evaluate the system’s ability to engage in extended
conversations involving multiple turns or exchanges. These bench-
marks assess the system’s contextual understanding, coherence,
and ability to maintain a consistent dialogue flow over multiple
interactions. They often involve complex dialogue datasets that
capture the nuances of natural conversations. Specific evaluations
may include.
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– Context Retention: Evaluating the model’s ability to re-
member previous turns of the conversation and use them
to inform responses.

– Consistent Persona: Assessing whether the AI can main-
tain a consistent persona throughout a conversation.

Measuring multi-turn dialogue benchmarks may involve follow-
ing techniques.

– Dialogue Coherence: Evaluate the overall coherence and
continuity of the dialogue by assessing how well the system
understands and responds to multiple turns of conversation.

– Context Retention: Measure the system’s ability to remem-
ber and refer back to previous parts of the conversation
accurately.

– Consistency: Assess the consistency of the system’s re-
sponses across multiple turns, ensuring that the system
maintains a coherent personality or persona throughout the
dialogue.

– Fluency: Evaluate the system’s ability to generate flu-
ent and natural-sounding responses within the context of a
multi-turn dialogue.

– Engagement: Measure the level of user engagement and
interaction throughout the multi-turn dialogue, consider-
ing factors such as response length, prompt-following, and
overall dialogue flow.

Strength

– Multi-turn dialogue benchmarks assess the system’s perfor-
mance in extended conversations involving multiple turns
or exchanges.

– They evaluate the system’s contextual understanding, coher-
ence, and ability to maintain a consistent dialogue flow over
multiple interactions.

– These benchmarks capture the complexities of natural con-
versations and test the system’s ability to handle long-term
dependencies.

– They provide insights into the system’s ability to remember
previous turns, maintain a consistent persona, and engage
in coherent dialogues.

Weakness

– Designing high-quality multi-turn dialogue datasets that
capture the intricacies of natural conversations can be chal-
lenging.

– Evaluating multi-turn dialogues requires more complex
evaluation metrics beyond traditional measures, which can
be subjective.

– Assessing system performance in multi-turn dialogues may
require significant computational resources and time.

• Ethical and Moral Evaluation: To assess the ethical and moral
aspects of a conversational AI system, various techniques can be
employed. Bias analysis involves analyzing the system’s training
data and generated responses to identify potential biases related
to gender, race, religion, or other protected attributes. Fairness
metrics like disparate impact analysis, demographic parity, or
equalized odds can be used to evaluate the system’s responses
across different demographic groups and identify any disparities
or biases. Privacy assessment involves analyzing how the system
handles user data, ensuring compliance with privacy regulations
such as GDPR or HIPAA. Ethical alignment frameworks like Ope-
nAI’s ethical principles or IEEE’s Ethically Aligned Design can
be used to evaluate the system’s adherence to ethical guidelines
and principles such as fairness, transparency, accountability, and
avoiding harm. This could include.
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– Bias Detection Analyzing the system’s outputs to identify
any potential biased behavior.

– Privacy Protection: Evaluating the system’s ability to
avoid sensitive topics, not to store or misuse private user
data.

– Responsible Data Handling: Ensuring the AI does not
manipulate or misuse data.

Various evaluation techniques can be imposed to evaluate ethical
and moral aspects as follows.

– Bias Analysis: Conduct an in-depth examination of the
system’s training data and generated responses to identify
potential biases in terms of gender, race, religion, or other
protected attributes. This can involve statistical analysis,
correlation studies, and fairness metrics to quantify the
presence and impact of biases.

– Fairness Metrics: Utilize fairness metrics, such as disparate
impact analysis, demographic parity, or equalized odds,
to evaluate the fairness of the system’s responses across
different demographic groups. These metrics can help iden-
tify and address any disparities or biases in the system’s
behavior.

– Privacy Assessment: Perform a privacy impact assessment
to analyze how the system handles user data, including data
collection, storage, and sharing practices. Evaluate whether
the system adheres to privacy regulations and guidelines,
such as GDPR or HIPAA, and ensure that user privacy is
protected.

– Ethical Alignment Frameworks: Assess the system’s ad-
herence to ethical guidelines and frameworks, such as Ope-
nAI’s ethical principles, IEEE’s Ethically Aligned Design,
or the Montreal Declaration. This involves evaluating the
system’s behavior against specific ethical principles, such as
fairness, transparency, accountability, and avoiding harm.

Strength

– Ethical and moral evaluation focuses on assessing the sys-
tem’s behavior in alignment with ethical guidelines and
principles.

– It helps identify potential biases, privacy concerns, and
responsible data handling practices.

– These evaluations promote fairness, transparency, account-
ability, and avoidance of harm in conversational AI systems.

– They address societal concerns and contribute to the respon-
sible development and deployment of AI technologies.

Weakness

– Ethical evaluation may involve subjective judgments, mak-
ing it challenging to define and enforce standardized crite-
ria.

– Assessing ethical aspects often requires domain-specific ex-
pertise and understanding of societal norms and values.

– Evaluating the long-term societal impact of conversational
AI systems can be difficult, as ethical considerations evolve
over time.

• User Feedback and Human Evaluation: Collecting user feed-
back is crucial in evaluating conversational AI systems. Surveys
and questionnaires can be designed and distributed to gather
feedback on aspects like user satisfaction, usefulness, natural-
ness, and perceived biases. User ratings can be obtained by al-
lowing users to rate individual responses based on relevance,
fluency, coherence, and appropriateness. Conducting preference
tests enables users to compare and rank different system re-

sponses, revealing their preferences and identifying the most
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desirable outputs. Human judgment can be employed by em-
ploying human judges to evaluate the system’s responses against
predefined criteria, assessing coherence, relevance, naturalness,
and adherence to ethical and moral standards. Various metrics
can be used.

– User Satisfaction: Measuring whether the user is satisfied
with the interaction. Utility: Checking if the system provides
useful and accurate information.

– Understandability: Assessing whether the user under-
stands the system’s responses.

Evaluation of user feedback and human involvement can me done
in following ways.

– Surveys and Questionnaires: Design and distribute sur-
veys or questionnaires to collect user feedback on various
aspects of the conversational AI system, including satisfac-
tion, usefulness, naturalness, and perceived biases. Use Lik-
ert scales, rating scales, or open-ended questions to gather
quantitative and qualitative feedback.

– User Ratings: Allow users to rate individual responses
generated by the system based on criteria such as relevance,
fluency, coherence, and appropriateness. Aggregate these
ratings to measure the overall quality of the system’s output.

– Comparative Evaluation: Conduct preference tests where
users are presented with different system responses and
asked to compare and rank them based on preferred quali-
ties. This helps identify user preferences and determine the
most desirable responses.

– Human Judgment: Employ human judges who evaluate
the system’s responses based on predefined evaluation cri-
teria. Judges assess aspects such as coherence, relevance to
the user’s query, naturalness, and adherence to ethical and
moral standards.

Strength

– User feedback and human evaluation provide valuable in-
sights into user satisfaction, usability, and the overall qual-
ity of system responses.

– They capture subjective aspects such as relevance, fluency,
coherence, and appropriateness from the user’s perspective.

– Human evaluation allows for the assessment of nuanced
qualities that are challenging to capture through automated
metrics alone.

– User feedback enables continuous improvement and iter-
ation of the conversational AI system based on real user
experiences.

Weakness

– Collecting user feedback and conducting human evaluations
can be time-consuming and resource-intensive.

– Subjective nature of user feedback and human judgment
may introduce biases or inconsistencies in the evaluation
process.

– Scaling user feedback and human evaluation across a large
user base can be challenging, leading to limited sample
sizes.

• Reinforcement Learning-based Evaluation: Reinforcement
learning techniques can be utilized to evaluate and improve
conversational AI systems. Defining reward models that cap-
ture the desired behavior and objectives of the system guides
the reinforcement learning process. Offline evaluation involves
simulating or replaying user interactions to assess the system’s
performance using historical dialogues or synthetic user interac-
tions. This helps evaluate the quality of generated responses based
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on predefined evaluation metrics. Online evaluation involves
deploying the system in a live setting and collecting real-time
user feedback. Through techniques like active learning, users can
provide feedback on specific responses, which is then used to
update the model and improve its performance over time. It uses
the following criteria.

– Positive Feedback: If the model performs well on a task, it
is rewarded, encouraging such behavior in the future.

– Negative Feedback: If the model performs poorly or makes
a mistake, it is penalized, discouraging such behavior in the
future.

Measuring the reinforcement learning-based evaluation can be
done in below mentioned ways.

– Reward Models: Define reward models that capture desired
behavior and objectives for the conversational AI system.
These reward models guide the reinforcement learning pro-
cess, allowing the system to learn and improve its responses
based on the feedback received.

– Offline Evaluation: Simulate or replay user interactions
offline to evaluate the system’s performance. This involves
using historical dialogues or synthetic user interactions to
assess the quality of generated responses against predefined
evaluation metrics.

– Online Evaluation: Deploy the system in a live setting and
collect real-time user feedback. This can be done through
active learning techniques, where the system prompts users
for feedback on specific responses. The collected feedback is
then used to update the model and improve its performance
over time.

Strength

– Reinforcement learning-based evaluation involves training
the system using reward models to optimize its behavior.

– It allows for adaptive learning and improvement of the
conversational AI system over time.

– This evaluation approach can address the limitations of
static benchmarks by enabling the system to learn from user
interactions.

– Reinforcement learning-based evaluation provides a dy-
namic and iterative evaluation process.

Weakness

– Designing effective reward models that capture the desired
behavior can be challenging.

– Reinforcement learning-based evaluation requires substan-
tial computational resources and time.

– The trial-and-error learning process of reinforcement learn-
ing may lead to unintended consequences and potential
ethical concerns.

– It may be difficult to interpret and explain the inner work-
ings of the system trained through reinforcement learning.

.4.3. Workloads for benchmark
Determining the precise number of workloads or the types of work-

oads sufficient for comprehensive benchmarking is a complex task.
n an ideal scenario, benchmarks should cover a broad spectrum of
cenarios that a system could encounter. However, it is impractical
nd nearly impossible to include every possible workload due to the
nherent diversity of real-world interactions and applications. Hence,
e propose a balanced and representative selection of workloads.

• Task-Specific Workloads: A good starting point is to include a
variety of task-specific workloads that reflect different types of
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tasks a conversational AI might be expected to perform. For in-
stance, this could include tasks such as booking a flight, setting an
appointment, providing a weather update, and answering trivia
questions. This can test the system’s ability to understand and
respond to specific intents.

• Domain-Specific Workloads: Additionally, benchmarks should
incorporate workloads specific to various domains like health-
care, finance, and education, to name a few. Different domains
have unique language patterns, terminologies, and contextual
nuances, providing a rigorous test for the system’s adaptability
and contextual understanding.

• General Conversation Workloads: Finally, the workload should
also include more free-form conversational interactions that are
not tied to a specific task or domain. This can help evaluate the
system’s ability to carry on a meaningful, coherent, and engaging
conversation.

The combination of these workloads would be determined by the
arget application of the AI model. For example, a conversational AI
esigned for customer service might have a higher focus on task-specific
nd domain-specific (i.e., customer service-related) workloads, whereas
general-purpose AI might require a more balanced mix. The key

ere is to ensure that the chosen workloads are representative and
hallenging enough to cover a wide range of scenarios the system
ould face, yet still feasible to be implemented in practice. The exact
umber and selection of workloads would vary based on these consid-
rations. However, it is essential to continuously update and expand
hese workloads as new tasks, domains, and use-cases emerge.

When determining the number and types of workloads that are
ufficient for benchmarking, it is important to strike a balance between
omprehensiveness and feasibility. While it is indeed challenging and
mpractical to cover every possible workload as a benchmark, there are
trategies to ensure an effective and representative evaluation.

• Diversity of Workloads: Instead of aiming for exhaustive cover-
age, focus on selecting workloads that represent a diverse range of
tasks, domains, and conversational scenarios. This can include a
mix of common real-world tasks, industry-specific use cases, and
challenging or complex scenarios.

• Importance and Relevance: Prioritize workloads that are widely
used or have significant practical importance. Consider tasks that
are commonly encountered in real-world applications, as well
as those that pose specific challenges or require sophisticated
language understanding and generation capabilities.

• Coverage of Key Domains: Identify key domains or industries
where conversational AI systems are expected to perform well.
This can include healthcare, customer support, education, e-
commerce, and others. Select representative workloads from these
domains to evaluate the system’s performance in domain-specific
contexts.

• Scalability: Consider the scalability of workloads. While it may
not be feasible to cover every possible variation, ensure that
the selected workloads cover a sufficient range of complexities,
including variations in conversational styles, user intents, and
system responses.

• Balancing Breadth and Depth: Aim for a balance between
breadth and depth in workload coverage. While it is important
to cover a wide range of workloads, ensure that each workload
is evaluated in sufficient detail to capture nuances and intricacies
specific to that task.

• User-Centric Approach: Incorporate user feedback and prefer-
ences in workload selection. Consider the tasks that users com-
monly seek assistance with or find challenging. This can help
identify workloads that align with user needs and expectations.

• Continuous Evaluation: Recognize that the landscape of work-
loads and user requirements is dynamic. As new tasks and do-
mains emerge, continuously evaluate and update the benchmark
suite to reflect evolving demands.
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.4.4. Integration of the metrics with proposed framework
The integration of these newly proposed metrics within your exist-

ng framework adds nuanced, context-aware dimensions to the eval-
ation of conversational AI models like ChatGPT. These proposed
etrics—Contextual Sensitivity Index (CSI), Dialogue Coherence Mea-

ure, Relevance Measure, and Task Success Rate (TSR), along with
raditional metrics like BLEU, ROUGE, METEOR, F1 score, precision,
ecall, and perplexity—offer an extensive spectrum of evaluation crite-
ia.

• Contextual Sensitivity Index (CSI): The CSI serves as a ther-
mometer for the AI’s ability to perceive the ebb and flow of
the conversational context. In customer service scenarios, the
AI’s responses should not only be accurate but also empathetic,
particularly if the customer is showing signs of frustration. In
chatbot applications for mental health support, the weightage of
CSI could be significantly higher, as understanding and adjusting
to the user’s emotional context is vital.

• Relevance Measure: Ensuring relevance in AI responses is cru-
cial for maintaining user engagement and satisfaction. For in-
stance, in a digital assistant application where the user asks for
weather updates, a response about the latest news headlines, al-
though perfect in grammar and syntax, is irrelevant. Applications
that demand direct answers to user queries, such as virtual assis-
tants or customer support bots, should assign a higher weightage
to this metric.

• Task Success Rate (TSR): In task-oriented applications, the sys-
tem’s competency is directly linked to how successfully it per-
forms a particular task. In a restaurant reservation bot, TSR would
measure how accurately the bot processes user input (date, time,
venue, etc.) to complete the booking. The higher the success rate,
the more reliable the bot is perceived by the users. Applications
that are built to perform specific tasks should assign a higher
weightage to TSR.

• Dialogue Coherence Measure: This metric is essential for ap-
plications involving multi-turn dialogues. For instance, a tutoring
bot should follow the topic discussed, maintain the continuity
of ideas, and avoid abrupt topic switches. A higher weightage
could be given to this measure in scenarios involving extended
dialogues, such as tutoring, therapy, or general conversation bots.

• User Satisfaction: This could involve various parameters such
as the AI’s response speed, relevance, coherence, and polite-
ness. Depending on user feedback and the specific use case,
the importance of these parameters may differ. For example, in
time-sensitive applications, like customer support, users might
value response speed more, while in therapy bots, users may
value politeness and coherence more. Weights should be adjusted
accordingly to align with user preferences.

• Traditional Metrics (BLEU, ROUGE, METEOR, F1 score, Pre-
cision, Recall, Perplexity): Each of these metrics offers different
insights about the linguistic capabilities of the model. For exam-
ple, in a language translation bot, metrics like BLEU and METEOR
would have higher weightage as they measure how close the
translated text is to the reference translation. However, in a
question-answering bot, Precision and Recall may have higher
weightage as they measure how accurately the bot retrieves the
relevant information.

Imposing Weights on Metrics
In order to compute a comprehensive score, each metric could

be normalized to a standard scale, perhaps between 0 and 1 or 0
to 100, to allow for comparison across different measures. Following
this, the overall score could be computed as a weighted average of
these normalized scores. The weights assigned to each metric could
be decided based on several factors such as the specific use case of

the model, user feedback, or empirical evidence from pilot studies.
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For instance, if the ChatGPT model is primarily used for customer
support, higher weight might be given to TSR, Relevance Measure,
and CSI, since these would be critical for the successful operation in
a customer service environment. Conversely, if the model is being used
for creative writing or storytelling, Dialogue Coherence Measure and
traditional language generation metrics (like BLEU, ROUGE, METEOR)
might receive higher weighting. Furthermore, these weights could be
dynamically adjusted based on user feedback. For instance, if users
consistently indicate that they value relevance and coherence over
perfect grammatical correctness, the weights for Relevance Measure
and Dialogue Coherence Measure could be increased, and weights for
traditional metrics like BLEU and ROUGE could be decreased.

Assigning different weights to metrics in your benchmarking frame-
work requires careful consideration of the specifics of the AI model,
its application area, and its user base. Here’s how this process might
unfold:

• Understand the Use Case: The primary use case of the AI model
should be the first determinant of weights. For instance, if you
are evaluating a customer service chatbot, you might assign more
weight to the Task Success Rate (TSR) and Relevance Measure, as
these aspects are crucial for solving customer issues. On the other
hand, a therapeutic chatbot might require a higher emphasis on
the Contextual Sensitivity Index (CSI) and Dialogue Coherence
Measure.

• Consider User Preferences and Feedback: Feedback from users
can provide insights into which aspects of the AI model are most
important to them. Regular user surveys, user-testing sessions,
and analyses of user reviews and ratings can help you understand
what users value in the AI’s performance. This understanding can
guide the weight assignment. For example, if users particularly
appreciate coherent and context-sensitive responses, assign higher
weights to the CSI and Dialogue Coherence Measure.

• Leverage Domain Expert Opinions: Domain experts can pro-
vide valuable guidance on assigning weights. For instance, a
linguistics expert might suggest a higher weightage for tradi-
tional NLP metrics like BLEU and ROUGE for language learning
applications. Meanwhile, a psychologist might advise prioritiz-
ing ethical considerations and context sensitivity for therapeutic
applications.

• Use a Data-Driven Approach: Machine learning techniques can
be applied to automatically adjust the weights based on empirical
evidence. Regression analysis, for example, could be used to find
the correlation between different metrics and overall user satisfac-
tion. The metrics most strongly correlated with satisfaction would
receive higher weights.

• Iterative Refinement: The initial weights should not be set in
stone; they should be subject to regular reassessment and refine-
ment. Continually analyzing user feedback, monitoring changes
in user behavior, and staying attuned to advancements in the
AI field will provide the data necessary to adjust weights over
time, ensuring the benchmarking framework remains effective
and relevant.

The goal of assigning weights is to tailor the evaluation frame-
ork to provide the most meaningful assessment of an AI model’s
erformance in its intended application. Hence, this process must be
houghtful, flexible, and continuously evolving. Ultimately, the key is
o maintain a level of flexibility and adaptability in your framework.
he ability to adapt the weights based on these factors will ensure
hat your benchmarking framework remains relevant and effective in
valuating and improving the performance of conversational AI models

ike ChatGPT.
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3.4.5. Feasibility analysis of proposed framework
Feasibility analysis is key to understand how well the proposed

framework would be taken into the consideration for realistic use.

• Technical Feasibility: The proposed evaluation framework in-
volves advanced techniques such as natural language processing,
reinforcement learning, and machine learning. While these tech-
niques are well-established within the AI research community,
they require a high level of technical expertise. There are a num-
ber of open-source tools and libraries available (such as NLTK,
Gensim, and Scikit-learn for NLP tasks, and Tensorflow, PyTorch,
and OpenAI Gym for RL tasks), which can be leveraged to im-
plement the components of this framework. However, effectively
integrating these techniques into a cohesive system is a complex
task that may require considerable time and effort.

• Operational Feasibility: Operationally, this framework involves
the collection and processing of large amounts of data, which
may present challenges related to data storage, computational
resources, and privacy concerns. The development of this frame-
work would likely require significant computational power,
potentially requiring the use of high-performance computing
resources or cloud-based solutions.

• Economic Feasibility: Economically, the development and im-
plementation of this comprehensive evaluation framework could
be costly. Costs would be associated with hiring skilled person-
nel, acquiring computational resources, collecting and processing
data, and maintaining and updating the framework over time.
Therefore, a careful cost–benefit analysis should be conducted to
assess the economic feasibility of this project.

• Legal Feasibility: Given that this framework involves the col-
lection and processing of user data, it is essential to consider
legal and regulatory requirements, such as data protection laws.
The use of reinforcement learning techniques also raises ethical
considerations, as these methods often involve trial-and-error
learning, which could potentially result in unintended conse-
quences.

• Schedule Feasibility: The development of this framework would
likely be a time-consuming process. Each component of the frame-
work, from the task-specific benchmarks to the user-centric evalu-
ation, involves substantial research and development. It is crucial
to develop a realistic project timeline that accounts for these
complexities.

3.4.6. Adaptability analysis of proposed framework
Adaptability of the proposed framework faces several key challenges

as mentioned below.

• Complexity of Implementation: The framework comprises mul-
tiple components, each requiring specialized knowledge in areas
such as natural language processing, machine learning, ethics
in AI, and reinforcement learning. Getting a team with such a
diverse skill set can be a challenge.

• Time and Resource Intensive: Due to its comprehensive na-
ture, implementing this framework could be time-consuming.
Additionally, creating or obtaining the datasets for evaluation,
particularly those related to real-world applications, could be
costly and labor-intensive.

• Evolving Nature of AI: The rapid advancement in AI and NLP
technologies would require the framework to be continuously
updated and refined to stay relevant, which might be challenging.

• Scalability: If the ChatGPT model is updated frequently, or if
there are many versions to evaluate, scaling the proposed frame-
work might be difficult.

• Interpretability and Transparency: Even with a comprehensive
evaluation, explaining the inner workings of AI models (like
ChatGPT) in a comprehensible manner remains a challenge. This
could make the adoption of the framework difficult for those

seeking easily interpretable evaluation results.
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• Ethical Considerations: The framework aims to address ethical
issues such as bias, privacy, and data handling. However, defining
and enforcing these standards can be difficult due to the subjec-
tive nature of ethics and the global variation in ethical norms and
regulations.

• Acceptance from the Scientific Community: Given the novelty
and the comprehensive nature of the proposed framework, it may
take time for it to be accepted and adopted by the larger scientific
and research community. Rigorous peer review and validation
would be necessary to achieve widespread adoption.

.4.7. SWOT analysis of proposed framework
SWOT (Strengths, Weaknesses, Opportunities and Threats) analysis

s a useful tool to evaluate the strengths, weaknesses, opportunities, and
hreats associated with the proposed framework.

• Strengths:

– Comprehensive Framework: The proposed framework cov-
ers various aspects of evaluation, including task-specific
benchmarks, real-world application benchmarks, and user-
centric evaluation. It provides a holistic approach to assess
the performance and capabilities of ChatGPT.

– Integration of Advanced Techniques: The framework incor-
porates advanced techniques such as natural language pro-
cessing, reinforcement learning, and user feedback analysis.
This integration enables a more nuanced evaluation of Chat-
GPT’s language generation and contextual understanding
abilities.

– Alignment with Ethical Considerations: The framework em-
phasizes ethical and responsible AI development by propos-
ing adaptive standards and considering issues such as bias,
privacy, and transparency. It aims to ensure that ChatGPT
meets the highest ethical standards.

• Weaknesses:

– Implementation Complexity: Implementing the proposed
framework would require a high level of technical ex-
pertise and computational resources. The integration of
different components, such as data collection, benchmark
creation, and user feedback analysis, can be challenging and
time-consuming.

– Lack of Concrete Artifacts: The framework provides a con-
ceptual structure but lacks specific tools or artifacts for
implementation. This may make it difficult for researchers
and practitioners to adopt the framework without additional
guidance.

• Opportunities:

– Advancements in AI Technologies: The rapid development
of AI technologies provides opportunities to leverage new
techniques, algorithms, and tools in the evaluation frame-
work. Incorporating cutting-edge approaches can enhance
the accuracy, efficiency, and effectiveness of the evaluation
process.

– Collaboration and Knowledge Sharing: The proposed frame-
work encourages collaboration among researchers, industry
experts, and practitioners. This collaborative approach can
lead to the sharing of best practices, datasets, and evalua-
tion methodologies, fostering continuous improvement and
standardization.

• Threats:

– Data Privacy and Security Concerns: The collection and

processing of user data for evaluation purposes raise privacy
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and security concerns. Adhering to data protection regula-
tions and implementing robust security measures is essential
to mitigate these threats.

– Bias and Fairness Issues: As ChatGPT learns from large-
scale datasets, it may inherit biases present in the training
data. Ensuring fairness and mitigating bias in the evaluation
process is a critical challenge. Failing to address these issues
could lead to biased outcomes and ethical concerns.

.4.8. Adaptive standards of proposed framework
Adaptive standards play a crucial role in guiding the development

nd deployment of the proposed framework. By evolving the standards
o align with emerging challenges and ethical considerations, we can
nsure responsible and effective use of the system.

• Ethically Aligned Design

– Incorporate principles from frameworks such as IEEE’s Ethi-
cally Aligned Design and the Montreal Declaration to guide
the ethical development and deployment of ChatGPT.

– Integrate fairness, transparency, accountability, and privacy
considerations into the standards to address potential biases,
ensure responsible data handling, and protect user privacy.

• Contextual Adaptability

– Establish standards that promote adaptability to diverse
conversational contexts and user preferences.

– Enable ChatGPT to dynamically adjust its responses based
on user feedback, adapting to individual user needs and
societal changes.

• Collaboration and Openness

– Foster collaboration among researchers, developers, and
users to collectively define adaptive standards for ChatGPT.

– Emphasize open-source contributions, shared knowledge,
and community-driven development to ensure transparency
and inclusivity in the standard-setting process.

.4.9. Use of proposed framework for intelligent evaluation
By "Intelligent Evaluation’’, we refer to the process of incorporating

ulti-faceted, nuanced methods to capture the depth of ChatGPT’s
erformance via the proposed framework. This involves going be-
ond traditional measures, leveraging user feedback, and employing
einforcement learning for evaluation.

• Metrics Beyond Traditional Measures While traditional metrics
like BLEU, ROUGE, and F1 score provide a quantitative measure
of system performance, they may not fully capture aspects such
as context-sensitivity, dialogue coherence, and relevance of re-
sponses. We propose to supplement these with metrics that focus
on evaluating dialogue quality and contextual understanding. For
example, one could use the Contextual Sensitivity Index (CSI), a
metric we propose that quantifies the degree to which a model’s
responses vary appropriately with changes to the conversational
context.

• User Feedback and Human Evaluation: This involves collect-
ing qualitative feedback from users regarding their interaction
with ChatGPT, which can provide insights into user satisfaction
and the perceived quality of conversations. This can be carried
out through user studies or surveys post-interaction.

• Application of Reinforcement Learning in Evaluation: In re-
inforcement learning-based evaluation, an agent (in this case,
ChatGPT) learns to make decisions by taking actions in an en-
vironment to maximize some notion of cumulative reward. For
instance, a dialogue manager could be trained to optimize the cu-
mulative reward of maintaining user engagement and minimizing
harmful or inappropriate responses. We outline a reinforcement
learning-based evaluation pipeline in Algorithm 1 and provide

implementation details to aid in reproducibility.
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4. Challenges and future directions for benchmarking, standards,
and evaluation for ChatGPT

In this section, we discuss the key challenges and future directions
in benchmarking, standards, and evaluation for ChatGPT [35,36].

4.1. Key challenges

• Data and Representativeness: The availability of diverse and
representative datasets is crucial for benchmarking ChatGPT.
However, existing datasets may exhibit biases or lack representa-
tion across various demographic and cultural groups, leading to
skewed model performance. Future research should focus on cre-
ating more inclusive datasets that encompass a wide range of lan-
guages, cultures, and perspectives. Additionally, techniques such
as data augmentation and debiasing methods can be explored to
reduce biases in training data.

• Scalability and Efficiency: As ChatGPT becomes more powerful
and complex, scalability and efficiency become critical concerns.
Handling high volumes of concurrent conversations and ensuring
real-time interactions pose challenges in benchmarking and eval-
uation. To address these challenges, future research should focus
on developing benchmarks and evaluation methodologies that
specifically measure the scalability and efficiency of ChatGPT.
Techniques such as distributed computing, parallelization, and
model compression can be investigated to improve scalability and
reduce inference latency.

• Explainability and Interpretability: The black-box nature of
ChatGPT limits its explainability, making it difficult to understand
how decisions are made and potentially raising ethical concerns.
Lack of interpretability hinders the establishment of transparent
standards and the evaluation of bias and fairness. Future research
should focus on developing methods to enhance the explainability
and interpretability of ChatGPT. Techniques such as model intro-
spection, attention visualization, and rule-based post-processing
can be explored to shed light on the decision-making processes
and ensure transparency in the system’s behavior.

• Adversarial Attacks and Security: ChatGPT may be vulner-
able to adversarial attacks, where malicious actors attempt to
manipulate or deceive the system by inputting carefully crafted
inputs. Ensuring the security and robustness of ChatGPT in real-
world scenarios is essential. Future research should investigate
adversarial attack techniques specific to ChatGPT and develop
robust defenses against such attacks. Techniques such as adver-
sarial training, input sanitization, and ensemble methods can be
explored to enhance the system’s security and resilience.

• Real-Time User Feedback Integration: Incorporating real-time
user feedback into the evaluation process can be logistically
challenging. Gathering and processing user feedback in a timely
manner to provide actionable insights for model improvement
is a complex task. Future research should focus on developing
efficient mechanisms to collect and process real-time user feed-
back during interactive conversations. Techniques such as natural
language understanding, sentiment analysis, and active learning
can be leveraged to derive meaningful insights and guide model
adaptation in real-time.

• Multimodal Conversational AI: The integration of multimodal
inputs, such as text, images, and audio, presents new challenges
for benchmarking and evaluation. Evaluating the performance
of multimodal conversational AI systems like ChatGPT requires
specialized benchmarks and evaluation criteria. Future research
should focus on creating multimodal benchmarks and evalua-
tion methodologies that assess the performance of ChatGPT in
processing and generating responses from multiple modalities.
Additionally, novel metrics and evaluation techniques need to be
developed to capture the multimodal aspects of conversational AI
accurately.
18
.2. Future direction

• Enhanced Data Collection: Future research should prioritize
the creation of more diverse and inclusive datasets for bench-
marking ChatGPT. This includes capturing a wide range of lan-
guages, cultures, and perspectives to reduce biases and improve
the system’s performance across different demographics and con-
texts. Techniques such as data augmentation, crowdsourcing, and
domain adaptation can be further explored to enhance dataset
representativeness [37,38].

• Scalability and Efficiency Improvements: To address the scal-
ability and efficiency challenges, future research should focus
on developing benchmarks and evaluation methodologies specif-
ically designed to measure ChatGPT’s performance under high
loads and real-time interaction scenarios. Techniques such as
distributed computing, parallelization, model optimization, and
hardware acceleration can be investigated to enhance the scalabil-
ity and efficiency of ChatGPT in practical deployment scenarios.

• Improved Explainability and Interpretability: Future research
should strive to improve the explainability and interpretability of
ChatGPT by developing methods that shed light on its decision-
making processes. This can include techniques such as rule-based
post-processing, attention mechanisms, counterfactual explana-
tions, and interactive visualization tools, which provide insights
into the factors influencing ChatGPT’s responses and facilitate the
establishment of transparent standards and the evaluation of bias
and fairness.

• Robustness against Adversarial Attacks: To ensure the security
and robustness of ChatGPT, future research should focus on in-
vestigating adversarial attack techniques specific to ChatGPT and
developing robust defenses against such attacks. Techniques such
as adversarial training, input sanitization, ensemble methods,
and anomaly detection can be explored to enhance the system’s
resilience against malicious inputs and adversarial manipulations.

• Improved Integration in Real-Time User Feedback: Efficient
mechanisms for collecting and processing real-time user feedback
during interactive conversations should be developed. This can
involve leveraging natural language understanding techniques,
sentiment analysis, active learning, and reinforcement learning
to derive meaningful insights from user feedback in real-time.
The integration of real-time user feedback will provide valuable
insights for model adaptation, improvement, and personalized
user experiences.

• Advancements in Multimodal Conversational AI: As mul-
timodal inputs gain prominence in conversational AI, future
research should focus on developing specialized benchmarks and
evaluation methodologies for multimodal conversational AI
systems like ChatGPT. This includes creating benchmarks that
assess ChatGPT’s performance in processing and generating re-
sponses from multiple modalities, such as text, images, and audio.
Additionally, novel metrics and evaluation techniques need to
be developed to capture the multimodal aspects of conversa-
tional AI accurately, considering factors such as modality in-
tegration, coherence, user satisfaction, and multimodal context
understanding.

5. Conclusion

This paper has presented a comprehensive evaluation framework
that addresses the challenges and complexities of evaluating conversa-
tional AI systems like ChatGPT. We have examined prominent bench-
marks, including GLUE, SuperGLUE, SQuAD, CoQA, Persona-Chat,
DSTC, BIG-Bench, HELM, and MMLU, and assessed their strengths and
limitations in evaluating ChatGPT’s performance. These benchmarks
offer standardized tasks and evaluation metrics to measure the system’s
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contextual understanding, coherence in generating responses, and con-
versational relevance. To ensure ethical and responsible development,
we have proposed adaptive standards aligned with recognized frame-
works such as OpenAI’s principles, IEEE’s Ethically Aligned Design, the
Montreal Declaration, and Partnership on AI’s Tenets. These standards
promote fairness, transparency, accountability, and privacy, while ac-
commodating the evolving challenges of conversational AI. Intelligent
evaluation methods play a crucial role in measuring the quality and
effectiveness of ChatGPT. We have explored metrics beyond traditional
measures, incorporating user feedback and reinforcement learning
techniques. By leveraging these methods, we can comprehensively
assess response coherence, context-awareness, fluency, relevance, and
user engagement. Our evaluation framework incorporates task-specific
benchmarks, real-world application benchmarks, and multi-turn di-
alogue benchmarks to enhance adaptability and representativeness.
These benchmarks capture the nuances and complexities of conversa-
tional AI, providing a holistic evaluation of ChatGPT’s performance.
Through this comprehensive evaluation framework, we aim to drive the
responsible and impactful development of ChatGPT and conversational
AI systems. By continually refining benchmarks, adapting standards,
and utilizing intelligent evaluation methods, we can foster systems that
deliver natural, contextually aware, and ethically sound conversational
experiences. As the field of conversational AI evolves, our evaluation
framework serves as a foundation for ongoing research, collaboration,
and improvement. We hope that this framework inspires further ad-
vancements, promotes user-centric design, and ensures that ChatGPT
and future conversational AI systems meet the highest standards of
performance, ethics, and user satisfaction.
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A B S T R A C T   

The study addresses the potential benefits for companies of adopting ChatGPT, a popular chatbot built on a large- 
scale transformer-based language model known as a generative pre-trained transformer (GPT). Chatbots like 
ChatGPT may improve customer service, handle several client inquiries at once, and save operational costs. 
Moreover, ChatGPT may automate regular processes like order tracking and billing, allowing human employees 
to focus on more complex and strategic responsibilities. Nevertheless, before deploying ChatGPT, enterprises 
must carefully analyze its use cases and restrictions, as well as its strengths and disadvantages. ChatGPT, for 
example, requires training data that is particular to the business domain and might produce erroneous and 
ambiguous findings. The study identifies areas of deployment of ChatGPT’s possible benefits in enterprises by 
drawing on the literature that is currently accessible on ChatGPT, massive language models, and artificial in-
telligence. Then, using the PSI (Preference Selection Index) and COPRAS (Complex Proportional Assessment) 
approaches, potential advantages are taken into account and prioritized. By highlighting current trends and 
possible advantages in the industry, this editorial seeks to provide insight into the present state of employing 
ChatGPT in enterprises and research. ChatGPT may also learn biases from training data and create replies that 
reinforce those biases. As a result, enterprises must train and fine-tune ChatGPT to specific operations, set explicit 
boundaries and limitations for its use, and implement appropriate security measures to avoid malicious input. 
The study highlights the research gap in the dearth of literature by outlining ChatGPT’s potential benefits for 
businesses, analyzing its strengths and limits, and offering insights into how organizations might use ChatGPT’s 
capabilities to enhance their operations.   

1. Introduction 

As artificial intelligence (AI) continues to grow and become 
advanced, more businesses are exploring ways to integrate technologies 
led by AI into their operations [1]. One such technology that has gained 
significant traction from businesses around the world is chatbots. 
Chatbots are automated systems that use natural language processing 
(NLP) algorithms capable of simulating conversations with humans, 
providing customers with instant support and assistance [2]. 
Chat-generative pre-trained (ChatGPT) is a popular chatbot that is a 
large language model trained by OpenAI with the potential of providing 
several benefits to businesses [3]. ChatGPT is based on a large-scale 

transformer-based language model called generative pre-trained trans-
former (GPT), which was first introduced by OpenAI in the year 2018 
[4]. It was trained on a large corpus of text data to learn the patterns and 
structures of natural language using unsupervised learning methods. 
This enabled ChatGPT to learn from raw data without any explicit su-
pervision [5]. After the success of GPT, OpenAI created ChatGPT, which 
is particularly meant to replicate human-like user dialogues. ChatGPT 
was trained using a vast dataset of online interactions from social media, 
forums, and other sources. The training data was carefully selected to 
ensure that the model learned the intricacies of human language and 
could generate high-quality responses to a variety of questions [6]. 

Chatbots like ChatGPT are particularly useful for businesses in 
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enhancing their customer service by providing instant support and 
assistance to customers [7]. Since ChatGPT is an automated platform, it 
can stay operational 24/7 eliminating the need for human customer 
service representatives to be available around the clock [8]. Customers 
can be provided with instant services with nearly perfect accuracy 
without having to wait for human representatives to respond [9]. 
ChatGPT can also handle multiple customer inquiries simultaneously, 
providing a scalable solution for businesses with large customer bases 
[10]. In addition to improving customer service, ChatGPT can prove 
instrumental in assisting organizations in streamlining their operations 
thereby reducing costs [11]. ChatGPT can allow human employees to 
focus on more complicated and strategic duties by automating routine 
tasks such as order monitoring and billing. Additionally, by reducing the 
need for extra people to handle customer concerns and requests, 
ChatGPT can assist cut operational expenses. 

To leverage ChatGPT’s capabilities effectively, businesses must 
carefully consider its use cases and limitations. It is paramount that 
businesses clearly understand how ChatGPT works, its strengths, and its 
limitations before implementing it [12]. ChatGPT is a language-trained 
model that is completely based on the raw data supplied to train it. 
Hence, it requires training data that is specific to the business domain. 
There are instances where ChatGPT outputs erroneous and vague results 
particularly involving domain-specific knowledge or context [13]. The 
possibility of misunderstanding the context thereby leading to erroneous 
responses is quite high. ChatGPT can learn biases from the training data 
that it is exposed to, which can lead to erroneous or discriminatory re-
sponses. For example, if the training data includes biased language or 
perspectives, ChatGPT may generate responses that perpetuate those 
biases [3]. Natural language is often ambiguous, and ChatGPT might 
encounter issues with disambiguating phrases or sentences, leading to 
erroneous responses [14]. The ability of ChatGPT to generate 
human-like responses can be exploited to generate fake news or phishing 
attacks [15]. Businesses must train and fine-tune ChatGPT to do specific 
activities, check its responses regularly, and fix any biases or in-
consistencies in the training data to reduce these mistakes. It is also 
critical to establish clear boundaries and constraints for ChatGPT’s use, 
as well as to put proper security measures in place to prevent malicious 
input [16]. 

The prospective benefits are considered and prioritized when using 
the PSI and COPRAS techniques. We employ PSI (Preference Selection 
Index) and COPRAS (Complex Proportional Assessment) approaches to 
prioritize the identified areas of deployment for ChatGPT’s benefits in 
enterprises. They also consider potential benefits such as cost savings, 
Enhanced Customer Experience (ECE), and Greater Human-Computer 
Collaboration (GHC). However, there seems to be a need for more 
clarity and detail regarding the methodology used, especially in com-
parison to related works. The paper proposes the use of PSI and COPRAS 
approaches to prioritize the potential benefits and use cases of ChatGPT 
in business operations. The paper would benefit from providing a more 
detailed explanation of these approaches. This would help readers un-
derstand how these methods work, how they are applied to the context 
of ChatGPT, and how they contribute to the analysis.in this revised 
manuscript, we have explained the PSI and COPRAS, which were chosen 
as the analytical tools for prioritization. What specific advantages do 
these approaches offer in evaluating the potential benefits and use cases 
of ChatGPT compared to other methods? Highlighting the strengths of 
these approaches would enhance the rationale behind their selection. 
The paper mentions that ChatGPT’s usage in businesses is presented in 
related work, but it does not elaborate on how these related works 
evaluate the benefits. To address this gap, the authors should explicitly 
compare their chosen methodology with those used in related works. 
What are the differences and similarities? How does the paper’s 
approach contribute to a better understanding of the benefits compared 
to existing research? It’s important for the paper to clearly outline its 
contributions compared to existing research. What novel insights or 
advancements does the paper bring to the field of using ChatGPT in 

business operations? How does the combination of PSI, COPRAS, and 
the specific context of ChatGPT distinguish this study from others? We 
have explained the methodology section, which provides a detailed step- 
by-step illustration of how PSI and COPRAS are applied to the context of 
ChatGPT’s benefits and use cases. This includes the data collection 
process, criteria selection, analysis, and interpretation of results. The 
more detailed the explanation, the better readers can grasp the study’s 
analytical framework. In a nutshell, the study seems to have a clear focus 
on analyzing the benefits and use cases of ChatGPT in business opera-
tions, it needs to provide more comprehensive explanations of the 
chosen methodology, highlight the differences from related work, and 
clearly articulate its contributions to the research field. This will 
enhance the paper’s overall clarity and impact. 

Overall, ChatGPT has found immense utility across various fields 
including language translation, chatbots, and content creation. ChatGPT 
is continually learning and enhancing its capabilities as a result of user 
interactions. Its uses include everything from customer service to lan-
guage translation to creative writing. ChatGPT is an outstanding display 
of machine learning and artificial intelligence’s capabilities in language 
processing. However, little research has been done to explore ChatGPT’s 
potential benefits for boosting business operations, which represents a 
significant gap in the literature. This paper aims to fill this gap by 
identifying ChatGPT’s possible benefits for businesses, discussing its 
strengths and limitations, and providing insights on how businesses 
might use ChatGPT’s capabilities to improve their operations. We hope 
that this research will help enterprises make informed decisions about 
using ChatGPT by providing a better knowledge of its possible impact on 
business operations. 

The remainder of the paper presents a detailed literature review and 
research methodology in Section 2 and Section 3 respectively. Section 4 
presents a data analysis and results followed by the discussion and 
findings in Section 5 with the implications of this study. Finally, Section 
6 outlines the conclusions with limitations and the future scope of this 
study. 

2. Literature review 

The recent limited literature on the subject of ChatGPT’s usage in 
businesses is summarized in the following section. 

In a study based on text classification, a corpus of 233,914 English 
tweets was analyzed using ChatGPT to identify the dominant themes 
which were collected within the first month of the launch of ChatGPT. 
Three dominant themes emerged namely news, technology, and re-
actions. The authors pointed out that the AI chatbot, ChatGPT can be 
effectively used in five functional domains including critical writing, 
essay writing, prompt writing, code writing, and answering questions. 
This research revealed that ChatGPT can have both positive and nega-
tive consequences on technology and humans. The major issues gener-
ated by the use of ChatGPT include job evolution, changes in the 
technological landscape, the pursuit of general artificial intelligence, 
and ethical considerations [17]. ChatGPT can provide efficient services 
including customer service applications and the creation of virtual as-
sistants for voice and text conversations. It also offers topic detection, 
emotion detection, and sentiment analysis capabilities to enhance user 
understanding. It has a positive impact on digital marketing, e-com-
merce, healthcare, education, and finance [8]. In an interesting research 
in the domain of finance, it was found that ChatGPT can efficiently 
generate research studies that are plausible and useful, even in its basic 
state. The output can be further refined to better quality by adding 
private data and researcher expertise. Using the peer-review process, the 
evaluations of the created research give empirical verification of their 
potential contribution. The ethical implications of employing ChatGPT 
as a research instrument are unknown, and two points must be consid-
ered. On the one hand, ChatGPT might be viewed as a democratizing 
instrument capable of leveling the research production gaps between the 
global south and wealthy nations. Yet, it raises problems regarding the 
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correct credit and ownership of research conducted with its support 
[18]. The focus of the research article authored by [19] is on the 
application of ChatGPT for resolving programming bugs. This study 
explored the utility of ChatGPT in providing debugging aid, bug pre-
diction, and bug explanation to address programming issues. Moreover, 
the paper emphasizes the incorporation of other efficient debugging 
tools and techniques to validate and verify the forecasts and explana-
tions provided by ChatGPT [19]. AI has made significant strides in the 
field of radiology where GPT-based models are providing new oppor-
tunities to enhance accuracy, efficiency, and patient outcomes. These 
models are extensively used for report generation, educational support, 
clinical decision support, patient communication, and data analysis 
[20]. The research was conducted that investigated how ChatGPT may 
be utilized as a learning tool and the advantages and disadvantages it 
provides to students and teachers in communication, business writing, 
and composition courses. The researchers ran 30 ChatGPT tests and 
discovered that it has the potential to replace search engines due to its 
accuracy and dependability in presenting information to pupils. It also 
enables teachers to incorporate technology into their classes and hold 
workshops to analyze and evaluate produced replies. However, the 
study discovered that unethical usage of ChatGPT by students might 
result in human unintelligence and unlearning, posing a problem for 
instructors in measuring learning results. The research recommends 
teachers minimize using theory-based questions as take-home evalua-
tions, give thorough case-based and scenario-based assessment assign-
ments, use plagiarism detection software, and use ChatGPT-produced 
replies as examples in classrooms [12]. 

After reflecting deeply on the literature on ChatGPT and its variety of 
uses across sectors it can be concluded that the research on the assess-
ment of the utility of ChatGPT in organizations is limited. The research is 
mostly confined to understanding the uses of ChatGPT in the education 
sector, healthcare, and academic research. While there is a growing 
interest in using ChatGPT to improve business operations, there is a gap 
in understanding how it can be used in specific business contexts. Hence, 
this study attempts to uncover the potential benefits ChatGPT can pro-
vide to businesses. While some research has been undertaken on the use 
of ChatGPT in certain business contexts, such as healthcare or customer 
service, additional research on how it may be utilized in other sorts of 
enterprises or sectors is required. How may ChatGPT be utilized in the 
industrial, banking, or hospitality industries, for example? What are the 
potential advantages and disadvantages of utilizing ChatGPT in these 
situations? Further study is needed to understand the numerous appli-
cations of ChatGPT in various sectors and scenarios. Table 1 shows the 
explanation of different aspects of Benefits and their sub-benefits. 

3. Research Methodology 

Each indicator’s weight was determined step-by-step using the 
preference selection index (PSI) and complex proportional assessment 
(COPRAS) techniques to prioritize them. The process flow for the 
research is shown in Fig. 1. Using PSI and COPRAS, the advantages of 
ChatGPT have been rated in terms of improving business operations. The 
benefits and their sub-benefits criteria for measurement aspect is given 
in Table 1. The actual metrics and the demographics of the decision- 
makers taken into account for the research study are provided in 
Table 2, respectively. 

3.1. Data collection and sample 

The data is collected through Google questionnaire-based survey 
from product designers, service engineers, data scientists, programmers, 
researchers, and business development. All respondents belong to 
different positions including executive, supervisor, manager, and senior 
manager as shown in Table 2. This study emphasizes that the selection of 
respondents for our study was based on a rigorous criterion of expertise 

Table 1 
Explanation of different aspects of Benefits and their sub-benefits  

Benefits Sub- Benefits References 

Cost Savings (CS) CS1 Increased Efficiency within a 
business 

[8,19,21, 
22] 

CS2 Improved Accuracy within a 
business 

[13,23,24] 

CS3 automate repetitive tasks such as 
answering frequently asked 
questions 

[8,25–27] 

Enhanced customer 
engagement (ECE) 

ECE1 providing quick, informative, and 
more natural responses 

[3,10,17, 
21,28] 

ECE2 leads to a more positive 
experience for the customer 

[29–31] 

ECE3 increased customer satisfaction 
and loyalty 

[28,29,32] 

Generate high- 
quality content 
(GHC) 

GHC1 Save businesses time and 
resources for content creation 

[8,24,28, 
33] 

GHC2 ability to generate human-like 
text 

[3,23,34] 

GHC3 personalize customer interactions 
and tailor responses based on the 
customer’s preferences 

[3,10,21, 
34,35]  

Fig. 1. The flow diagram of the research methodology  
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within the field of generative AI technologies. Each of the fifteen re-
spondents holds a distinguished track record in the field of generative AI 
technologies, and their insights are widely recognized as authoritative 
within the academic and professional community. In the context of our 
research objectives, we aimed to capture in-depth perspectives from a 
panel of recognized experts, allowing us to delve into nuanced aspects 
that are often challenging to access through larger-scale surveys ([36, 
37]; et al., 2023; [38–41]). The intention was to prioritize the quality of 
responses over quantity, as these experts possess a wealth of knowledge 
and experience that greatly enriches our study [42–44]. The remark 
about the fifteen respondents is accurate, and this small sample size can 
help ensure the validity and strength of the study’s findings. The sample 
is adequate in reflecting the population of interest and must be repre-
sentative. The advice of experts would help to conclude. The outcomes 
are more likely to represent the group under study’s actual features. 
With a small sample, it is important to recognize the restrictions and 
potential consequences of the study’s sample size. 

3.2. PSI Method 

The PSI approach can be used to determine the objective weights of 
the various criteria. The following are the PSI method’s steps: [45]. 

Step 1: Building the decision matrix (P) is the first step. This matrix is 
indicated by using Eq. 1. 

P =
[
pij
]

m×n (1)   

The performance of the i th alternative on the j th criterion is shown 
in Eq. 1 by tij. 

Step 2: Eq. 2 is used to perform the matrix’s values’ normalization. 

p*
ij =

pij

max
(
pij
) (2)  

p*
ij =

min
(
pij
)

pij
(3)   

Step 3: Using Eq. 4, the average values of the normalized matrix are 
calculated. 

Q*
ij =

∑m
i=1P*

ij

m
(4)   

Step 4: Each alternative’s preference variation value (δj) is 
calculated. 

δj =
∑m

i=1

[
pij − Q*

ij

]2
(5)   

Step 5: Calculated the preference value’s deviation (θj). 

θj =
⃒
⃒1 − δj

⃒
⃒ (6)   

Step 6: The kj criteria weights are computed. 

kj =
θj

∑n
j=1θj

(7)   

Step-7: Determine thePj of for each option: – Each alternative’sPj is 
provided as follows: 

Pj =
∑m

i=1

[
δj x kj

]
(8) 

The significance ranks (priorities) of the alternatives are listed in 
increasing order of Pj value, i.e., the alternative with a higher Pjvalue has 
top importance than other alternatives. 

3.3. COPRAS (Complex Proportional Assessment) Method 

The “Complex Proportional Assessment” or COPRAS method was 
developed by Zavadskas and Kaklauskas in 1996. It was used to deter-
mine which alternative was superior to others and made it possible to 
compare them [46]. When more than one parameter needs to be 
considered in an evaluation, this method can be used to increase or 
decrease the number of criteria [47]. The COPRAS method ranks and 
evaluates choices in descending order according to their importance and 
utility [48]. The following steps are part of the COPRAS method: 

Step 1. Decision matrix (P= [aij]k×l) is normalized by applying Eq. 
(9). 

The normalized decision matrix is denoted by N = [pij]k×l. To 
compare all criteria, normalization seeks to produce various dimen-
sionless values. 

pij = aij

/
∑l

j=1
aij i= 1, 2,…, k; j= 1, 2,…, l (9)   

Step 2. The weighted normalized decision matrix Z = [zij]n×m was 
determined by applying Eq. (10). 

zij = wiaij i = 1, 2,…, k; j = 1, 2,…, l (10)   

Where pij is the normalized value of jth alternative according to ith 

criterion. 

Table 2 
Respondents’ demographic details  

Profile Classification Count 

Sex Female 8 
Male 7 

Age 21-31 4 
32-41 7 
42-52 4 
Above 52 0 

Denomination Executive 3 
Supervisor 3 
Manager 3 
Senior manager 6  

Education 
Diploma 0 
Bachelors in Engineering 7 
Post Graduate in Computer Science 4 
Doctoral in technical education 4  

Present company tenure 
1-8 years 6 
9-17 years 5 
18-24 years 3 
above 24 years 1  

Department of respondents 
Product designer 3 
Service Engineer 4 
Data scientist 3 
Programmer 3 
Research and Business Development 2  
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Step 3. The weighted normalized values of the favorable and non- 
beneficial criteria were added. Calculating sums required the use 
of Eqs. (11) and (12). 

Q+j =
∑k

i=1
z+ij (11)  

Q− j =
∑k

i=1
z− ij (12)   

where z+ij and z− ij are the weighted normalized values for the advan-
tageous and unbeneficial criteria, respectively. The Q+j the value in-
creases and the Q− j value decreases as the quality of the alternative 
increases. The values of Q+j and Q− j show how well each option has 
performed in terms of accomplishing its goals. 

Step 4. The characteristics of the both positive and negative alter-
natives Q+j and Q− j, respectively, are described to establish the sig-
nificance of the alternatives. 
Step 5. The relative weighting or priorities of the options were 
determined. The priorities of the potential choices were established 
using Ej. With increasing Ej value, the alternative’s importance 
grows. The relative relevance of a certain option reveals the extent to 
which it satisfies a desire. The best choice is the candidate alternative 
with the highest overall significance value (Emax). The comparative 
statistical significance of the jth choice, Ej, was determined using Eq. 
(13). 

Ej = Q+j +

((

Q− min

∑l

j=1
Q− j

)/(

Q− j

∑m

j=1

(
Q− max

/
Q− j
)
))

(13)   

Where,j = 1, 2,…, l and Q− min is the minimum value of Q− j. 

Step 6. The quantitative utility (Uj) for the jth the alternative was 
calculated. An alternative’s utility level is necessarily related to its 
relative significant level (Ej). One can assess an alternative’s rank 
and degree of utility by comparing the efficiency rankings of all 
available possibilities. It is calculated using Eq. (14). 

Vj =

[
Ej

Emax

]

× 100 (14)   

where Emax is the relative significance measure with the maximum 
value. The utility value of an option increases or decreases proportion-
ally to its relative significance value. The more valuable Vj is, the higher 
the priority of the alternative. Depending on the utility ratings of the 
alternatives, a comprehensive ranking of the competing options can be 
created. 

Table 3 
Normalized Decision Matrix  

CS 0.8 1 1 1 0.5 0.8 0.8 0.8 1 0.8 0.6 0.5 1 0.8 1 

ECE 1 0.6 0.8 0.6 0.8 1 1 0.8 1 0.8 1 1 0.8 1 0.8 
GHC 0.8 0.6 1 0.6 1 1 0.8 1 1 1 1 0.8 1 1 1  

Table 4 
The Results of PSI  

δj 0.026 0.106 0.041 0.106 0.125 0.041 0.026 0.026 0.000 0.026 0.106 0.125 0.041 0.041 0.041 

θj 0.973 0.893 0.958 0.893 0.875 0.958 0.973 0.973 1.000 0.973 0.893 0.875 0.958 0.958 0.958 
kj 0.068 0.063 0.067 0.063 0.061 0.067 0.068 0.068 0.070 0.068 0.063 0.061 0.067 0.067 0.067  

Fig. 2. Illustration of benefits parameters scores  
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4. Data Analysis and Results 

4.1. PSI Results 

Table 1 displays the PSI-based progress evaluation of the benefits 
indicators’ ordering and prioritization. Think about how to prioritize 
signs for the PSI technique’s validation based on other options. Eq. 1 is 
used to incorporate all collected data into a decision matrix. After the 
creation of the choice matrix for the benefits such as cost savings (CS), 
enhanced customer engagement (ECE), and generating high-quality 
content (GHC), respectively. For each indicator from Table 1, the 
normalized value was assessed using equations 2 through 5. The 
normalization decision matrix is displayed in Table 3. The values of δj, 
θj, and kj were calculated using equations 5 through 7, respectively. The 
PSI results are shown in Table 4. 

In light of scores of Pj, Fig. 2 shows the impact of performance re-
views on the parameter. The consequences of different parametric 
values are shown in Fig. 2. Using Eq. 8, which highlights the actual re-
sults of the study, Table 5 provides the performance score for each of the 
three benefits. It demonstrates that option GHC has the highest per-
forming score, with indicators ECE and CS coming in at second and last, 
respectively. As a result, based on the overall performance shown in 
Table 5. 

4.2. COPRAS Results 

Table 1 displays the results of utilizing COPRAS to evaluate the sub- 
benefits indicators’ ranking and prioritization progress. In order to 
validate the COPRAS approach, consider prioritizing sub-benefits based 
on other options. After constructing the decision matrix for the sub- 
benefits such as increased efficiency within a business (CS1), 
improved accuracy within a business (CS2), automate repetitive tasks 
such as answering frequently asked questions (CS3), providing quick, 
informative, and more natural responses (ECE1), leads to a more posi-
tive experience for the customer (ECE2), increased customer satisfaction 

and loyalty (ECE3), Save businesses time and resources for content 
creation (GHC1), ability to generate human-like text (GHC2), and 
personalize customer interactions and tailor responses based on the 
customer’s preferences (GHC3) respectively. Eq. (9) was used to calcu-
late the normalized value for each of the sub-benefits from Table 1 that 
are shown in Table 6. By analyzing Eq. 10, Table 7 shows the weighted 
normalized choice matrix importance with indicators, with the 
enhanced optimal values illustrative of the value of all parameter 
weights. 

The positive alternative sum value (Q+j) was obtained using Eq. 11, 
while the negative alternative sum value was obtained using Eq. 12. 
(Q-j). According to Eqs. 13 and 14, Table 8 displays the values of the two 
consolidated assessment scores, Ej, and Vj, along with ranking. Positive 
alternative sum value (Q+j) and negative alternative sum value are used 
to evaluate this value data (Q-j). Based on the two scores Ej, and Vj, Fig. 3 
demonstrates the impact of performance assessments on the parameter. 
The consequences of various parameter settings are shown in Fig. 3. 
Table 8 summarizes the actual results of the study and provides the 
performance score for each of the nine sub-benefits. It demonstrates that 
criteria ECE3, GHC1, and CS2 have the poorest performance scores, 
whereas choice ECE1 has the highest performance score. As a result, 
based on the overall performance shown in Table 8. 

5. Discussion and Findings 

Providing quick, informative, and more natural responses (ECE1) 
under the category of Enhanced customer experience (ECE) is ranked 
first in the important features of ChatGPT that help boost business op-
erations by accentuating customer satisfaction, improving customer 
retention, and ultimately, increasing revenue. ChatGPT may help or-
ganizations meet customer demands more efficiently and effectively by 
offering timely and informed responses to client inquiries or concerns, 
which can lead to improved levels of customer satisfaction [49]. 
Furthermore, the usage of natural language processing (NLP) technology 
may assist to make customer interactions feel more customized, which 
can aid in the development of better connections and increased 
customer loyalty [50]. Customers who feel satisfied and well-cared for 
are more inclined to do business with a firm again and may even suggest 
it to others. This can assist to boost client retention and attract new 
consumers, resulting in greater revenue and profitability for the com-
pany. Some examples of the aforementioned can be when customers 
need an instant response related to the day of the delivery of their 

Table 5 
Final performance score   

Pj Rank 

CS 0.8236 3 
ECE 0.8554 2 
GHC 0.9063 1  

Table 6 
Normalization of initial decision matrix for sub-benefits  

CS1 0.097 0.128 0.121 0.097 0.097 0.097 0.133 0.069 0.147 0.121 0.100 0.118 0.083 0.125 0.121 
CS2 0.097 0.128 0.061 0.097 0.097 0.161 0.100 0.103 0.118 0.091 0.100 0.147 0.111 0.063 0.152 
CS3 0.129 0.103 0.121 0.129 0.129 0.065 0.167 0.138 0.088 0.121 0.133 0.118 0.139 0.125 0.091 
ECE1 0.129 0.077 0.121 0.065 0.097 0.129 0.067 0.069 0.088 0.121 0.100 0.088 0.139 0.125 0.121 
ECE2 0.097 0.128 0.121 0.161 0.161 0.097 0.100 0.138 0.147 0.121 0.100 0.088 0.139 0.125 0.121 
ECE3 0.065 0.103 0.121 0.097 0.097 0.129 0.100 0.103 0.147 0.091 0.133 0.118 0.083 0.125 0.121 
GHC1 0.161 0.128 0.121 0.129 0.129 0.129 0.100 0.103 0.118 0.121 0.133 0.088 0.111 0.094 0.091 
GHC2 0.097 0.128 0.091 0.129 0.065 0.097 0.100 0.172 0.059 0.121 0.133 0.118 0.111 0.094 0.091 
GHC3 0.129 0.077 0.121 0.097 0.129 0.097 0.133 0.103 0.088 0.091 0.067 0.118 0.083 0.125 0.091  

Table 7 
Weighted normalized decision matrix  

CS1 0.0068 0.0064 0.0024 0.0019 0.0019 0.0029 0.0080 0.0021 0.0118 0.0024 0.0080 0.0094 0.0017 0.0125 0.0109 
CS2 0.0068 0.0064 0.0012 0.0019 0.0019 0.0048 0.0060 0.0031 0.0094 0.0018 0.0080 0.0118 0.0022 0.0063 0.0136 
CS3 0.0090 0.0051 0.0024 0.0026 0.0026 0.0019 0.0100 0.0041 0.0071 0.0024 0.0107 0.0094 0.0028 0.0125 0.0082 
ECE1 0.0090 0.0038 0.0024 0.0013 0.0019 0.0039 0.0040 0.0021 0.0071 0.0024 0.0080 0.0071 0.0028 0.0125 0.0109 
ECE2 0.0068 0.0064 0.0024 0.0032 0.0032 0.0029 0.0060 0.0041 0.0118 0.0024 0.0080 0.0071 0.0028 0.0125 0.0109 
ECE3 0.0045 0.0051 0.0024 0.0019 0.0019 0.0039 0.0060 0.0031 0.0118 0.0018 0.0107 0.0094 0.0017 0.0125 0.0109 
GHC1 0.0113 0.0064 0.0024 0.0026 0.0026 0.0039 0.0060 0.0031 0.0094 0.0024 0.0107 0.0071 0.0022 0.0094 0.0082 
GHC2 0.0068 0.0064 0.0018 0.0026 0.0013 0.0029 0.0060 0.0052 0.0047 0.0024 0.0107 0.0094 0.0022 0.0094 0.0082 
GHC3 0.0090 0.0038 0.0024 0.0019 0.0026 0.0029 0.0080 0.0031 0.0071 0.0018 0.0053 0.0094 0.0017 0.0125 0.0082  
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orders. ChatGPT can provide an instant reply to the customers in a 
personalized way such as “Your order will be delivered in 3 days”. This 
helps customers in restoring confidence and trust in the organization. 
Similarly, the response by ChatGPT to the queries like “Can you tell me 
more about the return policy?” will be of the form “Our return policy 
allows customers to return items within 30 days of purchase for a full 
refund. However, some restrictions apply for certain products.” It can be 
readily observed that the response is sufficiently informative and pro-
vides adequate details to the customers regarding the return policy. 
Customers are more likely to engage with a business if they feel they are 
having a natural conversation, rather than interacting with a machine. 
ChatGPT’s NLP technology may help make interactions feel more 
human-like, which can lead to better customer connections [51]. For 
example, a consumer may enquire, "Do you provide any discounts?" and 
ChatGPT can answer naturally, "Sure, we offer a 10% discount to 
first-time clients." Do you want to know more?" 

“Personalize customer interactions and tailor responses based on the 
customer’s preferences” (GHC3) under the category “Generate high- 
quality content” (GHC) acquires the second rank in the list of features 
of ChatGPT helpful in boosting business operations. Customers want to 
feel heard and valued by the companies they do business with [52]. By 
establishing personalized interactions with their customers and 
providing tailored responses based on preferences, organizations can 
instill confidence and trust in customers which will lead to increased 
customer satisfaction and loyalty. This will result in repeat purchases 
and positive word-of-mouth publicity and referrals thereby boosting 
business operations. When customers realize that they are being valued 
and respected they continue to do business with the companies. This 
leads to increased sales and revenue, as well as a larger customer base. 
Personalized interactions with customers can help businesses to improve 
their marketing efforts by providing deeper insights into consumer 
behavior and preferences. By understanding what customers need, 
companies can design more effective and targeted marketing campaigns 
leading to better conversion rates and higher returns on investment for 

marketing efforts. Organizations that can personalize customer in-
teractions position themselves uniquely in the marketplace which dif-
ferentiates these companies from competitors. This enables them to gain 
a competitive edge in the marketplace and unprecedented profits. 

“Ability to generate human-like text (GHC2)” and “Improved Accu-
racy within a business (CS2)” under the categories of GHC and CS ac-
quire third and fourth place respectively in the overall ranking of 
features of ChatGPT that are instrumental in boosting business opera-
tions. ChatGPT’s ability to create human-like text can help organizations 
to generate high-quality content more effectively and efficiently [53]. 
Whether it’s blog posts, social media updates, or product descriptions, 
ChatGPT can assist businesses to generate content that is more engaging, 
informative, and targeted to the intended audience. This can lead to 
increased website traffic, improved search engine rankings, and higher 
conversion rates [20]. By automating certain tasks, ChatGPT can prove 
immensely useful in cutting down costs that are incurred on services 
such as customer care. ChatGPT, for instance, can employ intelligent 
chatbots to provide customer assistance thereby eliminating the need to 
have humans do the job. This can help in the reduction of the cost that 
goes into paying the customer care executives. The automated services 
are comparatively more accurate than the traditional human-assisted 
services and thus the chances of errors are considerably reduced 
resulting in significant cost-savings. The ability of ChatGPT to respond in 
human-like text results in more personalized and engaging customer 
interaction. ChatGPT-powered technologies like chatbots can answer 
frequently asked questions (FAQs), provide recommendations, and 
resolve issues quickly and efficiently. By leveraging ChatGPT’S natural 
language processing capabilities, businesses can provide a more natural 
and human-like interaction, leading to higher customer satisfaction and 
retention rates [54]. Businesses may obtain a competitive edge in the 
market by exploiting ChatGPT’s capabilities. ChatGPT can assist busi-
nesses in improving their content creation, customer service, and ac-
curacy, resulting in higher customer satisfaction and brand loyalty. 
Businesses may differentiate themselves from the competition and earn 
market share by delivering a superior client experience. 

“Increased efficiency in the market (CS1)” and “Save businesses time 
and resources for content creation (GHC2)” are found to be the promi-
nent features of ChatGPT that assist organizations in multiple ways to 
boost productivity. ChatGPT can help organizations leverage ChatGPT’s 
natural language processing capabilities to provide human-like re-
sponses to customers and make conversations more engaging and pro-
ductive. The ability of the chatbot enabled by ChatGPT to handle 
customers’ queries and resolve issues quickly and efficiently can allow a 
significant amount of time for the employees to streamline and focus 
attention on addressing issues that are urgent thereby leading to better 
productivity [55]. Since this technology uses deep learning mechanisms 

Table 8 
Final performance score Mi for the criteria.   

Ej Vj Rank 

CS1 0.17102625 99.802368 6 
CS2 0.17087352 99.713244 9 
CS3 0.1711948 99.900726 4 
ECE1 0.17136492 100 1 
ECE2 0.17116057 99.880749 5 
ECE3 0.17092929 99.745785 7 
GHC1 0.17092682 99.744346 8 
GHC2 0.17125175 99.933955 3 
GHC3 0.17127207 99.945815 2  

Fig. 3. Illustration of sub-benefits parameters scores  
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to design responses to queries based on historical data, it can be a useful 
resource to dig out important and relevant information pertaining to a 
given problem that occurs in organizations readily. In the case their 
limited time is available to make presentations to the client, ChatGPT’s 
help can be used to create immensely interactive and informative ones to 
be presented to the clients. This is yet another way in which ChatGPT 
can enable employees to focus more on the tasks that require immediate 
attention. ChatGPT can produce high-quality written material on a wide 
range of topics. This can save organizations time and resources by 
eliminating the need for them to conduct their research and writing. 
ChatGPT may also edit and proofread current material to ensure that it is 
error-free and fits the requirements of the company. This can save 
businesses time and money by eliminating the need to recruit extra 
personnel or contractors to complete these activities. ChatGPT may 
assist enterprises with keyword research to help them optimize their 
content for search engines. This may save firms time and dollars by 
making their material more accessible to potential consumers. ChatGPT 
may also assist enterprises in improving the readability, clarity, and 
engagement of their existing material. Instead of having to generate new 
content from scratch, this can save businesses time and resources by 
boosting the efficacy of their existing material. 

5.1. Implications of this study 

Based on the findings of the current study, several practical impli-
cations are offered to the practitioners and management of business 
organizations. Some of the notable ones are as follows:  

• ChatGPT may assist firms in more efficiently and successfully 
meeting customer expectations by offering rapid, informative, and 
natural solutions to client inquiries or problems. Management should 
think about using ChatGPT as a customer service tool to improve the 
customer experience and, eventually, revenue. 

• Consumers who are happy and well-cared for are more likely to re-
turn to a company and may even promote it to others. ChatGPT’s 
NLP technology may help make customer encounters feel more 
personalized, which can lead to stronger connections and higher 
customer loyalty. Managers should educate ChatGPT to respond to 
client inquiries in a customized manner, making them feel heard and 
appreciated.  

• ChatGPT may give customers product and service information such 
as shipping timeframes, return policies, and discounts. Management 
should teach ChatGPT to deliver accurate and extensive product and 
service information to assist consumers to make informed selections. 
Management should routinely check ChatGPT’s performance to 
verify that it is responding to consumer inquiries satisfactorily. They 
should also solicit consumer input to identify areas where ChatGPT 
might be enhanced.  

• To offer consumers a consistent experience across all channels, 
ChatGPT should be connected with other customer care channels 
such as email and phone assistance. Customers shall receive the same 
quality of service regardless of the channel via which they contact 
the business.  

• Managers and practitioners may save money by adopting ChatGPT to 
handle tasks like content development, editing, and proofreading 
instead of paying extra staff or contractors. This can result in sub-
stantial cost reductions for the firm.  

• Managers and practitioners may obtain a competitive advantage in 
the marketplace by leveraging the possibilities of ChatGPT. This can 
assist firms in distinguishing themselves from the competition and 
attracting new clients.  

• ChatGPT can assist corporate managers and practitioners in 
improving the efficiency of their operations. Organizations may 
minimize the time and effort necessary to perform activities by 
automating common processes and simplifying workflows, resulting 
in increased efficiency and productivity.  

• The capacity of ChatGPT to handle numerous jobs at once makes it a 
great alternative for enterprises wishing to grow their operations. 
Organizations may increase their client base and operations without 
hiring extra staff by exploiting the advantages of ChatGPT. 

• ChatGPT can assist company managers and practitioners in person-
alizing their interactions with clients. Organizations may tailor their 
offers and communications to better suit the requirements of their 
consumers by utilizing ChatGPT to collect data on client preferences 
and behavior. 

5.2. Key contributions 

The study emphasizes the potential benefits of incorporating 
ChatGPT, a popular chatbot built on a large-scale transformer-based 
language model, within companies. These advantages encompass 
enhanced customer service, multitasking capability for handling client 
inquiries, and operational cost savings. The study underscores the need 
for thorough analysis before integrating ChatGPT into enterprises. Fac-
tors such as domain-specific training data and potential errors in out-
comes are highlighted as key considerations for successful deployment. 
The research draws from existing literature on ChatGPT, massive lan-
guage models, and artificial intelligence to identify potential deploy-
ment areas. The utilization of PSI and COPRAS methodologies to 
evaluate benefits provides a structured approach for assessment. By 
elucidating current industry trends and potential advantages, the study 
offers valuable insights into the practical utilization of ChatGPT’s ca-
pabilities to augment business operations and research endeavors. 

6. Conclusions, limitations, and future scope of research 

The study proposes to explore the benefits of ChatGPT that foster 
productivity in the operations of business organizations. Through extant 
literature review and consultation with experts, this research identified 
three benefits of ChatGPT which subsequently branched into nine sub- 
benefits. 

The top three benefits revealed after analyzing the survey-based data 
belonged to the categories “Generate High-quality Content (GHC)” and 
“Enhanced Customer Engagement (ECE)”. The analysis revealed that all 
three categories of benefits were significant in boosting business oper-
ations in their rite. “Providing quick, informative, and more natural 
responses (ECE1) under the category of Enhanced customer experience 
(ECE)”, “Personalize customer interactions and tailor responses based on 
the customer’s preferences” (GHC3), “Ability to generate human-like 
text (GHC2)”, “Automate repetitive tasks such as answering frequently 
asked questions (CS3)”, and “leads to a more positive experience for the 
customer (ECE2)” were the top 5 sub-benefits in the overall list of 
important benefits of ChatGPT in boosting business operations. 

There are several limitations to this study which are mentioned 
below. The research makes no mention of any possible difficulties that 
may emerge during the implementation of ChatGPT in business pro-
cesses. For example, problems concerning data protection, technical 
complexities, or client confidence may present difficulties. The research 
does not provide a complete cost-benefit analysis of ChatGPT imple-
mentation. The expense of implementing and maintaining the technol-
ogy may be significant, and companies must balance the costs against 
the possible benefits. The study does not look into the possible risks of 
using ChatGPT to automate customer support. For example, if the 
chatbot is unable to correctly answer customer questions or duplicate a 
human-like exchange, it may create a negative customer experience. 

The following could be the research’s upcoming plan of action: 
Conducting additional research into the feasibility of adopting 

ChatGPT in various business sectors, as well as finding best practices for 
tackling possible challenges. Conducting a thorough cost-benefit study 
to assist companies in making informed choices about ChatGPT imple-
mentation. One of the key advantages of ChatGPT fine-tuning lies in its 
ability to tailor the model’s responses to specific industry domains or 
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niches. By exposing the model to domain-specific data and business 
jargon, further research can potentially create more contextually rele-
vant and accurate responses. This fine-tuning process has the potential 
to significantly improve the model’s ability to provide valuable insights, 
assist in decision-making, and enhance customer interactions within 
business applications. Moreover, conducting an additional study to 
investigate the possible risks and limitations of automating client sup-
port via ChatGPT, as well as developing strategies to handle these risks. 
The possibility of combining ChatGPT with other technologies such as 
machine learning, sentiment analysis, and voice recognition to provide a 
more complete and personalized user experience is being investigated. 
Evaluating ChatGPT’s effect on client happiness, retention, and income, 
and developing methods to maximize the technology’s impact. 
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A B S T R A C T

The rapid evolution of the metaverse has led to the emergence of numerous metaverse technologies and
productions. From a computer systems perspective, the metaverse system is a complex, large-scale system that
integrates various state-of-the-art technologies, including AI, blockchain, big data, and AR/VR. It also includes
multiple platforms, such as IoTs, edges, data centers, and diverse devices, including CPUs, GPUs, NPUs, and 3D
glasses. Integrating these technologies and components to build a holistic system poses a significant challenge
for system designers. The first step towards building the metaverse is to instantiate and evaluate the challenges
and provide a comprehensive benchmark suite. However, to the best of our knowledge, no existing benchmark
defines the metaverse challenges and evaluates state-of-the-art solutions from a holistic perspective. In this
paper, we instantiate metaverse challenges from a system perspective and propose MetaverseBench, a holistic
and comprehensive metaverse benchmark suite. Our preliminary experiments indicate that the existing system
performance needs to catch up to the requirements of the metaverse by two orders of magnitude on average.
1. Introduction

In recent years, there has been increasing commercial interest in the
metaverse. While the metaverse is still a developing concept, the term
was first coined in Neal Stephenson’s novel ‘‘Snow Crash’’ [1] published
in 1992, referring to a shared virtual reality inhabited by millions
of users with its economy, laws, and social interactions. For a long
time, the metaverse was seen more as science fiction than something
achievable until recently.

On the one hand, technologies enabling the metaverse have made
considerable progress, including but not limited to artificial intelli-
gence, blockchain, and extended reality. Specifically, artificial intelli-
gence, especially deep learning and reinforcement learning, which have
advanced significantly since the 2010s, has been crucial for developing
the metaverse and is expected to be fundamental for realizing it.
With the rise of blockchain technology, decentralization has become
a vital feature of the metaverse. Improvements in devices and wear-
able technologies have also spurred growing interest in virtual and
augmented reality among the general public. On the other hand, since
2020 and the global COVID-19 pandemic, online industries like online
education have grown explosively. Analysts estimated the global online
education market size at $210.1 billion in 2021 and predicted it would
reach $848.12 billion by 2030 [2]. Online offices, gaming, and other
industries have also seen similar growth. The rapid growth of these
industries not only drives the development of relevant technologies but
also promotes the evolution of the metaverse.

∗ Corresponding author.

The metaverse is a complex interdisciplinary concept encompassing
extensive technological domains and presenting challenges surpassing
the capabilities of existing computing, storage, network, and other
infrastructure. For example, Raja Koduri [3] has pointed out that pro-
viding real-time access to immersive computing for billions of people
would require an increase in computing power of at least one thousand
times from the current state-of-the-art, with real-time response latency
of fewer than ten milliseconds. Therefore, the first step in designing
a system that can meet the metaverse requires building a quantitative
benchmark for metaverse systems.

However, existing benchmarks typically focus on specific techno-
logical domains. For example, MLPerf [4] and AIBench [5] aim to
benchmark deep learning systems, while BigDataBench [6] aims to
benchmark big data systems. The interdisciplinary nature of the meta-
verse means that existing benchmarks can only cover certain aspects
of its related technological domains. Furthermore, the entanglement
of various technologies significantly complicates the metaverse system.
Therefore, Zhan [7] claimed that it is critical to propose a benchmark
suite that quantitatively defines the challenges of the metaverse sys-
tem and explores and evaluates state-of-the-art and state-of-practice
solutions. Such a benchmark suite is necessary to systematically assess
the metaverse system and address how far different technologies are
from realizing the metaverse within the current computing, storage,
and network capabilities.
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In this study, firstly, we summarize various definitions and concepts
f metaverse by investigating existing literature, and we propose a com-
rehensive and sophisticated conceptual system of the metaverse from
he perspective of computer systems. Secondly, we present a methodol-
gy based on the aforementioned conceptual system for benchmarking
he metaverse system. Finally, we introduce an implementation of a
enchmark suite based on this methodology, named MetaverseBench.
ur contributions are as follows.

(1) We propose the metaverse conceptual system from the com-
uter systems perspective, including three key aspects: components,
echnological domains, and specifications. The fundamental compo-
ents include the access system, avatar, environment, and activity.
e have summarized nine relevant technological domains: artificial

ntelligence, big data, extended reality, blockchain, cloud computing,
dge computing, and networking. Furthermore, we distill five specifi-
ations to which the metaverse should adhere: automatic computing,
mmersive experience, decentralized architecture, ubiquitous access,
nd hyperspace interaction.

(2) We propose a benchmarking methodology for the metaverse
ystem, which combines our conceptual system with the scenario-
ased approach proposed in [8]. Considering the complexity of the
etaverse system, firstly, we build a typical metaverse application

cenario and analyze its workflow, extracting critical paths, modules,
nd algorithms. Next, we select representative workloads based on nine
echnological domains to determine candidate workloads. Finally, we
ombine the results from the previous two steps to acquire the final
orkloads representing the designated scenario.

(3) We propose MetaverseBench, a benchmark suite for evaluat-
ng metaverse systems that conform to our conceptual system. Now,
etaverseBench comprises eight workloads corresponding to four com-

onents and nine domains. We also conduct experiments using Meta-
erseBench on a state-of-the-practice platform. The experimental re-
ults suggest that the existing platform requires an average of two
rders of magnitude of performance improvements to support the
etaverse.

This study is structured as follows: Section 2 reviews representa-
ive definitions of the metaverse. Section 3 introduces the metaverse
onceptual system. Section 4 presents the methodology for bench-
arking metaverse systems. MetaverseBench is presented in Section 5.
reliminary experiments under MetaverseBench are discussed in Sec-
ion 6. Section 7 concludes related work, while Section 8 outlines the
onclusions and plans for further research.

. The metaverse definitions

A forward-looking research project that cannot be ignored, and
he earliest systematic research project about the metaverse, is the
‘Metaverse Roadmap (MVR)’’ initiated by the Acceleration Studies
oundation (ASF) around 2006. In 2007, ASF published ‘‘Metaverse
oadmap: Pathways to the 3D Web’’, which provides a comprehensive
verview of the potential of the metaverse and the pathways that may
ead to its realization to report their research. In this study, we dig
nto ASF’s report as a beginning. To explore and summarize up-to-
ate definitions and concepts of the metaverse, we investigate extensive
iterature, especially those published in recent years.

The definition of metaverse originates from a single 3D virtual
orld, gradually deriving into multiple interconnected virtual worlds
nd the fusion of reality and virtuality. In the ASF’s report, John
t al. [9] adopted the definition of the metaverse as ‘‘the convergence
f virtually enhanced physical reality and physically persistent virtual
pace’’. Dionisio et al. [10] viewed the metaverse as ‘‘an integrated
etwork of 3D virtual worlds’’. Lee et al. [11] considered the metaverse

‘a virtual environment blending physical and digital spaces’’. Ning
t al. [12] defined the metaverse as ‘‘a new type of Internet appli-
ation and social form that integrates a variety of new technologies’’
xisting as a hyperspatiotemporal virtual world. PARK and KIM [13]
31
Fig. 1. Metaverse dimensions and categories.

summarized and compared the definitions of fifty-four papers published
from 1992 to 2021 that specifically described the metaverse. Moreover,
following the idea that the social value of Generation Z constructed the
core of the contemporary metaverse, they proposed a new definition
referring to the metaverse as ‘‘a three-dimensional virtual world where
avatars engage in political, economic, social, and cultural activities’’.
From the digital economy perspective, YANG et al. [14] viewed the
metaverse as ‘‘a complete and self-consistent economic system, a com-
plete chain of the production and consumption of digital items’’. Wang
et al. [15] defined the metaverse as ‘‘a computer-generated world with
a consistent value system and an independent economic system linked
to the physical world’’. Dwivedi et al. [16] agreed with describing the
metaverse as ‘‘the layer between you and reality’’. More specifically, the
metaverse is viewed as ‘‘a 3D virtual shared world where all activities
can be carried out with the help of augmented and virtual reality
services’’. The summary is in Table 1.

Reviewing the definitions described above, we find that the meta-
verse involves virtuality and relies heavily on reality, constructing
a bridge between the virtual and physical worlds. From this point
of view, the version adopted by ASF [9] (i.e., ‘‘the convergence of
virtually enhanced physical reality and physically persistent virtual
space’’) elaborates the metaverse concisely and precisely. In the rest
of this article, we use this definition.

3. Metaverse systems: Components, domains, and specifications

Researchers who engage in the metaverse debates are interested in
identifying the essential concepts necessary for its construction. We pro-
pose a conceptual system encompassing three aspects: the components
that make up the metaverse, the technological domains that enable
the realization of the metaverse, and the specifications to which the
metaverse should adhere. Despite numerous proposals for metaverse
concepts in recent years, a comprehensive conceptual system that
covers all three aspects has yet to be put forward. In this section, we
will review the state-of-the-art concepts of the metaverse and present
our conceptual system for the metaverse.

3.1. State-of-the-art concepts of metaverse

The ASF’s report [9] published in 2007 is the first effort to pro-
vide a systematic viewpoint for analyzing the metaverse. As shown in
Fig. 1, according to different dimensions determining how the meta-
verse evolves, John et al. [9] categorized the metaverse into the follow-
ing four scenarios: ‘‘virtual worlds, mirror worlds, augmented reality,
and lifelogging’’.

Dionisio et al. [10] argued that realism, ubiquity, interoperability,
and scalability were decisive areas enabling the metaverse. Among
the four areas, realism allows users to feel fully immersed; ubiq-
uity facilitates users to access via various devices and maintains the
identities of users; interoperability enables interaction across multiple
virtual worlds; and scalability allows the metaverse to accommodate
a massive number of users. Lee et al. [11] proposed a metaverse



BenchCouncil Transactions on Benchmarks, Standards and Evaluations 3 (2023) 100138H. Ye and L. Wang

o
p
m
c

3

o

Table 1
Representative metaverse definitions.

Definition Year Refs.

‘‘The convergence of virtually enhanced physical reality and physically persistent virtual space.’’ 2007 [9]
‘‘An integrated network of 3D virtual worlds.’’ 2013 [10]
‘‘A virtual environment with duality blending physical and digital spaces.’’ 2021 [11]
‘‘A new type of Internet application and social form exists as a hyper spatiotemporal virtual world.’’ 2021 [12]
‘‘A three-dimensional virtual world where avatars engage in political, economic, social, and cultural activities.’’ 2022 [13]
‘‘A complete and self-consistent economic system, a complete chain of the production and consumption ofdigital items.’’ 2022 [14]
‘‘A computer-generated world with a consistent value system and an independent economic system linked tothe physical world.’’ 2022 [15]
‘‘A 3D virtual shared world where all activities can be carried out with the help of augmented and virtualreality services.’’ 2022 [16]
Table 2
Key concepts of the metaverse.

Concept Corresponding to the concept system Refs.

Virtual world, mirror world, augmented reality, lifelogging. N/A [9]Avatar, environment. Component

Realism, ubiquity, interoperability, scalability. Specification [10]

Avatar, content creation, virtual economy. Component [11]Social acceptability, security, privacy, trust, and accountability. N/A

Multi-technology, sociality, hyper spatiotemporality. Specification [12]

Hardware, software, content. Component [13]

Economy, digital creation, digital asset, digital market, digital currency. Component [14]

Digital avatar, virtual environment, virtual goods/services. Component [15]Immersiveness, hyper spatiotemporality, sustainability, interoperability, scalability,heterogeneity. Specification

Immersive, boundless, connected. Specification [16]
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ecosystem composed of ‘‘six user-centric factors: avatar, content cre-
ation, virtual economy, social acceptability, security, and privacy, and
trust and accountability’’ to enable a self-sustaining, persistent, and
shared realm. While an avatar is a vital element representing physical
users, content creation and virtual economy are, respectively, activi-
ties and derivatives. Moreover, social acceptability, security, privacy,
trust, and accountability correspond to social norms and regulations
in the physical world. According to Ning et al. [12], the metaverse
was characterized by multi-technology (as an internet application),
sociality (as a social form), and hyper spatiotemporality (as a virtual
world). PARK and KIM [13] also considered avatars as one of the core
concepts of the metaverse. In addition, they divided the metaverse
into hardware, software, and contents from the component perspective.
Hardware refers to physical devices and sensors, software refers to
recognition and rendering, and contents refer to scenarios and stories.
YANG et al. [14] paid the most attention to the economy, claiming
it to be the fundamental component of the metaverse. Furthermore,
they stated that digital creation, digital assets, digital markets, and
digital currency were the four components of the metaverse economy
system. Wang et al. [15] proposed an architecture of metaverse in-
tegrating the human, physical, and digital worlds, in which digital
avatars, virtual environments, and virtual goods/services supported
the interconnected virtual worlds. They further refined six critical
characteristics of the metaverse: immersiveness, hyper spatiotempo-
rality, sustainability, interoperability, scalability, and heterogeneity.
Dwivedi et al. [16] conceptualized metaverse building on contributions
from twenty individual researchers. According to the conceptualization,
the metaverse holds immersive, boundless, and connected features.
Additionally, they aligned with the categories of metaverse scenarios
presented in the ASF’s report [9].

Based on the above discussions, we have summarized the keywords
f state-of-the-art concepts in Table 2, categorized according to com-
onents, domains, and specifications. Despite the numerous studies on
etaverse concepts, it is clear that a comprehensive and sophisticated

onceptual system still needs to be improved.

.2. Metaverse conceptual systems

We propose a comprehensive and sophisticated conceptual system

f the metaverse, covering the three aspects of system components, b
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technological domains, and specifications. Components are the essen-
tial elements of the conceptual system; the technological domains are
the implemented technological, and specifications are the implemented
standards. There is no real metaverse conceptual system, and the
science fiction movie ‘‘Ready Player One’’ [17] explores the concept
of a metaverse system, as the film takes place in a highly advanced
virtual space called the ‘‘OASIS’’. So, in this section, we take OASIS as
an example to elaborate on the conceptual system.

3.2.1. Components
According to the metaverse concepts and considering the aspect of

system components, we divide a metaverse system into four critical
components: access systems, avatars, environments, and activities (see
Fig. 2).

Access Systems. An access system serves as a bridge between real
sers and the objective environment of the metaverse. While similar
n functionality to the user login system of a game scenario, the
etaverse access system is far more complicated in terms of access

pproaches and user experience. The access system of OASIS plays a
rucial role in allowing users to enter and interact within the virtual
orld determining who can access the OASIS, how they can access

t, and what permissions and privileges they have within the virtual
nvironment. In its initial stage, the access system is expected to include
wo subsystems: core access and auxiliary access, each composed of cor-
esponding hardware and software parts. Specifically, the core access
ubsystem is derived from wearable devices, with VR/AR/MR glasses
erving as its most essential component, providing visual perception in
he metaverse; the auxiliary access subsystem is necessary to meet the
ast computing power need of the metaverse, with various end devices
uch as smartphones, tablets, laptops, and desktops providing auxiliary
torage and computation capabilities, turning out to maximizes user
onvenience.

Avatars. An avatar is a digital representation of a real user in the
etaverse, carrying their character role and identity. While the term

vatar gained popularity after the movie ‘‘Avatar’’ was released, it
as been widely used in account-based platforms for a long time. In
ecent years, various companies, led by Apple, have introduced capa-

ilities for building avatars that are much more sophisticated, vivid,
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Fig. 2. Metaverse components.

nd immersive than those created before. The concept of avatars in
ASIS demonstrates their powerful role in enhancing user experiences
ithin a metaverse. Avatars in the OASIS offer users a means of self-
xpression, enabling them to take on virtual personas and participate
n diverse activities within the virtual reality universe. Considering the
mplementation approaches, theoretically, an avatar can mirror a real
ser, generally called a digital twin, or be a virtual character based on
reation, called a digital native. Avatars in the metaverse should sup-
ort digital twins and digital natives to satisfy different requirements
rom various application scenarios. In scenarios requiring accurate
dentity recognition, digital twins are suitable. In contrast, in enter-
ainment scenarios like virtual games, digital natives and the fusion of
igital twins and natives suggest broader application prospects.

Environments. Similar to the physical environment in the real
orld, the metaverse also requires a corresponding setting to carry
ut all the activities of the avatars. The metaverse environment is a
D digital space designed to look and feel like a real-world environ-
ent. For example, OASIS is depicted as an expansive, interconnected

irtual world featuring countless planets, zones, and domains. Each
rea within OASIS offers unique themes, landscapes, and challenges
or users to explore. Considering the implementation approaches, the
etaverse environment can mirror the real-world environment or be
completely DIY (Do-It-Yourslef) virtual environment. Similar to the

mplementation of avatars, the fusion of mirror-based and DIY-based
pproaches is also reasonable. And the need for these different types of
etaverse environments is also to satisfy various application scenarios.

pecifically, a DIY-based process is essential for building sufficiently
mmersive environments in gaming, learning, and work scenarios. In
ontrast, a mirror-based climate allows users to achieve almost the
ame experience as in the real world in systems such as sightseeing.

Activities. Just like humans conduct different kinds of activities in
he real world, in the metaverse, interactions between other avatars
nd between avatars and the environment yield activities too. Activities
ithin OASIS (the metaverse) are central to the plot and serve as the
rimary focus of the movie’s narrative. These diverse and engaging
ctivities reflect the vast possibilities that a fully realized metaverse
ystem can offer. This study classifies the metaverse activities into
our categories: sociality, economy, culture and entertainment, and

ducation and research. Social activities are the most basic everyday

33
activities in the metaverse, eliminating spatial constraints and language
barriers. Economic activities involve concepts such as digital currency,
digital assets, and digital market [15], with high reliance on decentral-
ization and interoperability. Typical cultural and entertaining activities
include literary and artistic creation, cultural tourism, and playing
electronic games. For education and research, the metaverse provides
platforms enabling immersive learning and teaching and interoperable
experimental environments by applying extended reality and various
sensors.

3.2.2. Domains
From the perspective of technological domains, we summarize the

following nine elements as fundamental infrastructure that enable the
realization of the metaverse and discuss several examples of how each
element is applied in different components of the metaverse.

Artificial Intelligence. Relevant technologies based on deep neural
networks have experienced tremendous progress in the last decade to
become powerful driving forces for the development of the metaverse.
For access systems, AI-based biometric identification technology can
be applied to verify the identity of users as they attempt to log into
the metaverse. For avatars in the metaverse, AI-based personalization
algorithms can be used to create avatars that are more personalized
to the individual user based on factors such as their preferences,
interests, and behavior within the metaverse. This can make interac-
tions with avatars more engaging and meaningful. For the metaverse
environment, AI-based generation and reconstruction techniques can
automatically create and populate vast and diverse backgrounds within
the metaverse. For activities in the metaverse, AI-based natural lan-
guage processing technology can enable users to interact with others
and the metaverse environment, which helps create a more intuitive
and user-friendly experience. It would allow users to quickly and easily
access the necessary functions and features.

Big Data. The realization of the metaverse poses daunting chal-
lenges for the storage, transmission, and processing of big data, due to
which big data is a necessary element. For access systems, big data can
be used to monitor and analyze user access patterns and identify poten-
tial security threats, such as unauthorized access attempts or suspicious
behavior. This can help to identify and prevent security breaches and
enable the implementation of more effective access control mecha-
nisms. For avatars in the metaverse, by collecting and analyzing data
on user preferences, behaviors, and interests within the metaverse, it is
possible to build detailed user profiles that can be used to personalize
the avatar experience. This can include avatar appearance, behavior,
interaction style, and the content and activities presented to the user.
For environment and activities in the metaverse, it is possible to gain
insights into how users interact with the environment and what features
and activities are most popular by analyzing large datasets on user
behavior and preferences. This can inform the development of new
social features and activities and enable the creation of more engaging
and interactive user experiences.

Data Security And Privacy. Data security and privacy are critical
considerations in the metaverse, as users interact and engage within
virtual environments that collect and process vast amounts of personal
and sensitive information. For the metaverse access systems, robust
access control mechanisms need to be implemented to restrict data
access to authorized personnel only, and role-based access controls
should be utilized to ensure that individuals can only access the data
necessary for their specific roles. Data encryption must be adopted for
other metaverse components to protect data during transmission and
storage. Moreover, by utilizing anonymization and pseudonymization,
we can minimize the use of personally identifiable information when-
ever possible, further protecting user identities and reducing the risk of
data breaches.

Extended Reality. Extended reality refers to a family of tech-
nologies, including augmented reality (AR), virtual reality (VR), and

mixed reality (MR). These relevant technologies generally function as
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wearable devices. However, it limits human perception mainly to vision
and hearing. The metaverse will gradually expand users’ perception
boundaries and bring more interactive possibilities. For the access
system and environment of the metaverse system, users can access the
metaverse and interact with the metaverse environment more intu-
itively and naturally without the need for traditional input devices such
as keyboards or controllers. Furthermore, users can immerse themselves
in the metaverse as if they were physically present in that environ-
ment. For avatars users can design and try on virtual clothing and
accessories for their avatars, allowing for greater personalization and
self-expression. For activities in the metaverse, extended reality can be
applied to various activities within the metaverse, enhancing the user
experience and making it more immersive, intuitive, and engaging. For
example, users can access immersive educational or training content,
allowing for more effective learning and skill development in a safe
and controlled environment.

Brain–Computer Interface. While extended reality relies on addi-
ional external devices to function, the brain–computer interface (BCI)
llows users to interact with the metaverse through neural signals.
CI can be applied in the metaverse in various ways, enhancing the
ser experience and interaction within the virtual world. BCI provides
n alternative access method for the metaverse access systems that is
ore convenient and direct than the XR-based method. For avatars,
CI enables users to control their avatars within the metaverse using
heir neural signals directly. Instead of relying on traditional input
evices like keyboards or controllers or XR-based devices, users can
ove, interact, and perform actions within the virtual world using their

houghts or intentions. For environment and activities in the metaverse,
CI can provide a more immersive and natural way of interacting
ith the metaverse environment. Users can perform actions in the
etaverse, such as picking up objects or navigating through the virtual

pace, by simply thinking about those actions, creating a more intuitive
nd embodied experience.

Blockchain. Blockchain is expected to be used to establish the
ecentralized network in the metaverse. For access system by lever-
ging blockchain’s ability to create a decentralized and secure identity
ystem, users can have greater control over their digital identity and
ccess to the metaverse environment without relying on a central
uthority or platform. For avatars, blockchain can be applied to manage
he ownership and control of avatars, enabling users to have complete
ontrol over their avatars. For the metaverse environment, creating
ecentralized marketplaces with blockchain is possible. This can allow
sers to trade virtual assets directly with each other without the need
or intermediaries or third-party platforms. For activities in the meta-
erse, blockchain can be applied to create non-fungible tokens (NFTs),
epresenting unique and valuable digital assets such as virtual real
state, digital art, and collectibles. NFTs can be traded on blockchain-
ased marketplaces, providing users with a new way to engage in
conomic activities in the metaverse.

Cloud Computing. Cloud computing provides on-demand availabil-
ty of computer system resources, especially data storage and com-
uting power, without direct active management by users themselves.
calable application scenarios and massive amounts of data in the
etaverse require extremely huge computing and storage capacities,
aking cloud computing necessary. As fundamental infrastructure,

loud computing can be applied to the metaverse in specific ways.
irstly, cloud computing provides the scalability needed to accommo-
ate the increasing number of users and their interactions within the
etaverse, allowing for seamless user experiences even during peak
sage times. Secondly, cloud-based data processing services can process
nd analyze large volumes of data generated within the metaverse,
ncluding user interactions, social behaviors, and market trends. Lastly,
loud-based content distribution services can distribute content, includ-
ng 3D models, textures, and other digital assets, to users within the

etaverse, improving the user experience and reducing latency. w
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Edge Computing. Edge computing is a distributed computing
paradigm that brings computation and data storage closer to the data
sources. This is expected to improve response latency and save band-
width. Since the metaverse poses daunting challenges to computing
and response delays, entirely using edge and end devices to provide
auxiliary storage and computing capabilities is a promising solution. To
be specific, on the one hand, edge computing can reduce the latency
in the metaverse by placing computing resources closer to the end-
user, thus reducing the round-trip time between the user’s device and
the central server. This can lead to a more responsive experience in
the metaverse. On the other hand, edge computing can reduce the
bandwidth requirements for the metaverse by processing data locally
at the edge instead of sending it back to the central server. This can
lead to cost savings for both end-users and service providers.

Network. Networks play a crucial role in enabling connection and
communication within the metaverse. First, the metaverse relies on
high-speed connectivity to help seamless communication and interac-
tion between users. Therefore, networks must be designed to support
high-bandwidth applications and low-latency connections. Moreover,
the metaverse is expected to accommodate a large number of users,
and as such, networks must be designed to be highly scalable to
handle high traffic and data volumes. Last, deploying wireless networks
is significant to enable users to access the metaverse anytime and
anywhere.

3.2.3. Specifications
Although the exact specifications to which the metaverse should

conform may evolve, we must summarize existing key elements that
would be valuable for designing and evaluating metaverse systems. In
this study, the following five aspects are considered.

Autonomic Computing. The metaverse is a persistent virtual world
hat remains available and accessible to users at all times, even when
hey are not logged in. In other words, the metaverse should be a
elf-running system parallel to the real world.

Immersive Experience. The metaverse offers a high level of immer-
ion, allowing users to feel fully present in the digital space through
he use of advanced graphics, haptic feedback, and other sensory
xperiences. Immersive experiences heavily rely on wearable devices
uch as AR/VR glasses, but the metaverse should expand its boundaries
o include touch, smell, taste, and other perception approaches.

Decentralized Architecture. The metaverse is designed to operate
istributed and decentralized without being controlled by any single
ntity or organization. In a decentralized metaverse, no single company
r organization has complete control over the platform, the digital
ssets, or the user data.

Ubiquitous Access. The metaverse is designed to be accessible and
vailable to users from anywhere, at any time, and through any device.
n a ubiquitous metaverse, users can seamlessly transition between the
hysical and virtual worlds and between devices such as smartphones,
omputers, and VR headsets.

Hyperspace Interaction. The metaverse enables seamless commu-
ication and interaction between applications, platforms, and digital
paces, even between the metaverse and the physical world. In an
nteroperable metaverse, users can transfer and use digital assets, iden-
ities, and experiences across different environments and contexts. In

hyperspace-enabled metaverse, users can move from one virtual
nvironment to another without noticeable lag or disruption, creating
seamless and immersive experience.

We summarize our metaverse conceptual system in Fig. 3.

. Benchmarking the metaverse

According to Zhan [7], definition, instantiation, and measurement
re three essential processes of a benchmark (see Fig. 4). In this section,
e propose the problem definition of the metaverse benchmark and

ntroduce our methodology for benchmarking the metaverse. First, we
efine the problem of benchmarking the metaverse as: Quantifying
esign/tune challenges for the metaverse conceptual system. Then,

e introduce our metaverse benchmark methodology.
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Fig. 3. Metaverse conceptual system.

Fig. 4. Metaverse benchmark roadmap.

4.1. The metaverse benchmark methodology

We combine the metaverse conceptual system with the scenario-
based approach proposed by Gao et al. [8] to build our methodology for
the metaverse benchmark. As depicted in Fig. 5, firstly, we select three
representative application scenarios of the metaverse. Secondly, we
determine the common critical path by analyzing how each metaverse
component functions in these scenarios and summarize several vital
elements. Thirdly, viewing the essential elements from the perspective
of underlying technologies, we determine candidate workloads by ex-
tracting representative ones corresponding to the metaverse domains.
Finally, for the benchmark implementation, we further build a reduced
set from the set of candidate workloads for the critical path of corre-
sponding scenarios. Moreover, we refer to the specifications part of the
metaverse concept system to determine the final workloads and related
metrics.

4.2. The metaverse scenarios

Office, education, and entertainment are three primary activities
in human society. The Internet era has accelerated the forms of these
35
Fig. 5. Metaverse benchmark methodology.

activities to shift from offline to online. What is certain is that they will
still constitute the most basic application scenarios in the metaverse.

Office. Metaverse offers a more immersive experience for online of-
ices than traditional internet applications, allowing individuals to work
emotely through extended reality while interacting with colleagues in
he shared online space as avatars. Various companies have developed
elated products and services, such as Microsoft’s virtual collaboration
latform Mesh [18] and Meta’s Horizon Workrooms [19]. By utilizing
R devices, Horizon Workrooms enables users to bring their desks,
omputers, and keyboards into the virtual world for work.

Education. Generally, the education industry involves three ele-
ents: teachers, students, and learning environments. In the metaverse

ducation scenario, students could interact with their environment,
ollaborate with classmates, and engage in experiential learning activi-
ies. For example, they could explore historical landmarks, visit foreign
ountries, or participate in simulated experiments that might not be
ossible in the physical world.

Entertainment. The entertainment industry is anticipated to play
significant role in the metaverse. For instance, the movie ‘‘Ready

layer One’’ showcases a game experience that shatters traditional
eographical restrictions, facilitates instant scene switching, accom-
odates unlimited user capacity, and provides a low-cost immersive

xperience. Another example is Faye Wong’s Fantastic Music concert in
016, which utilized VR to give a three-dimensional online experience
hat went viral online.

.3. The critical path and key elements

Upon examining the three primary application scenarios of office,
ducation, and entertainment in the metaverse, we summarize the
ritical path of these scenarios as follows: users are granted access
o the metaverse environment through the access system; following
uccessful authority, users then operate within the metaverse envi-
onment in the form of avatars; interactions between avatars and the
verall environment precipitate a range of activities encompassing
arious social, economic, and cultural fields. Considering how the
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Table 3
Candidate workloads for MetaverseBench.

Key elements Workloads

User authentication Fingerprint recognition
Face recognition
Voice recognition

Creation and rendering
of models

3D reconstruction
Graphics rendering

Technologies facilitating
interactions

Semantic segmentation
Image classification
Object detection
Image generation
Text classification
Question answering
Machine translation
Speech recognition

Decentralized networks Proof of Work
Proof Of Stake
Proof of Space

Big data processing Read, write
Sort, grep
Data caching
Media streaming

metaverse components function in the critical path, we can get the
key elements of each component. The part that most affects the user
experience in the access system is user authentication. For avatars
nd environments, sophisticated models enable users to feel immersive,
o we focus on the creation and rendering of models. Activities
re the results of interactions between different avatars and between
vatars with environments. We focus on not only technologies that
an help facilitate those interactions but also the performance of
ecentralized networks based on blockchain to ensure a consistent ex-
erience. Moreover, as the essential part, the capabilities for storage,
omputing, and transmission of big data are also considered.

. MetaverseBench

We present MetaverseBench as our solution instantiation for the
etaverse benchmark. For most benchmark suites, workloads, datasets,

nd metrics are the three fundamental elements that apply to Meta-
erseBench. Moreover, selecting datasets and metrics depends on spe-
ific workloads; the paramount step is determining the workloads.

We adopt a three-step process to determine the workloads. Firstly,
e follow the critical path and key elements of general scenarios. We

elect representative workloads from the nine technological domains
escribed in the conceptual system to form a set of candidate work-
oads. Secondly, we conduct an in-depth analysis of general scenarios
nd build the mapping from specific workloads to them by reviewing
he workflow of metaverse components. Finally, we extract and re-
ine workloads that cover the critical path and the components from
andidates to reflect general metaverse scenarios as realistically as
ossible.

.1. Candidate workloads

We utilize the critical elements concluded in Section 4.3 and refer
o the metaverse technological domains to obtain the candidate work-
oads. In particular, we refer to typical benchmarks in these domains
or selection. Table 3 lists our candidate workloads according to the
ssential elements.

Various methods have been applied for user authentication, such
s username/password authentication, token-based authentication, and
ulti-factor authentication. Biometric authentication is being adopted
idely since it offers a more secure, convenient, and reliable experience

han traditional methods. We take different types of biometric iden-

ification, such as fingerprint recognition, face recognition, and voice
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recognition, as part of our candidate workloads. Creation and rendering
of models comprise various processes within which 3D modeling using
specialized software like Blender [20], real-time streaming for loading
models, and real-time rendering with GPUs are fundamental. We re-
spectively include 3D reconstruction, media streaming, and rendering
performance across multiple graphics APIs (OpenGL, Vulkan, DirectX,
etc.) into the candidate workloads. As for technologies facilitating inter-
actions, we focus on underlying AI-based algorithms. Specifically, we
select representative algorithms in computer vision: semantic segmen-
tation, image classification, object detection, and image generation, and
in natural language processing, text classification, question answering,
machine translation, and speech recognition as candidate workloads.
Decentralized networks based on blockchain involve various aspects
such as consensus protocols, smart contracts, governance mechanisms,
security management, etc. Mainly, consensus algorithms are what we
are concerned about the most. Therefore, relevant tasks like ‘‘Proof of
Work’’ (PoW) and ‘‘Proof of Stake’’ (PoS) are included in our candidate
workloads. Moreover, we include representative workloads: read, write,
sort, grep, and data caching, for evaluating capabilities of storage,
computing, and transmission provided by the overall hardware and
software infrastructure for handling big data.

5.2. Scenarios mapping and selected workloads

Corresponding to three scenarios (Office, Education, and Entertain-
ment), we abstract the minimum set of workloads from candidate
workloads. We consider mapping from the workloads to general meta-
verse scenarios. By building the mapping, we can ensure that our
benchmark suite accurately reflects real-world scenarios and the perfor-
mance requirements of the metaverse. We follow the critical path across
different components to construct the mapping. Firstly, we choose the
face recognition workload to inspect user authentication. According to
a report from Frost&Sullivan [21], face recognition held over twenty
percent of the global biometrics market in 2021. Therefore, face recog-
nition suits three scenarios and is a representative workload for the
access systems of the metaverse. Secondly, we choose the 3D recon-
struction workload to inspect the creation and rendering of models. As
mentioned in Section 3.2, the creation of avatars and environments in
the metaverse both support the mirror-based approach, which heavily
relies on the application of 3D reconstruction. Moreover, model cre-
ation consumes considerable resources in the components of avatars
and environments. It is representative to choose 3D reconstruction to
represent the model creation of avatars and environments. Thirdly, we
use machine translation and speech recognition workloads to repre-
sent technologies facilitating interactions in the metaverse. The two
technologies are state-of-the-art interaction technologies and can be
utilized to break boundaries among users of different native languages
and cultural backgrounds to maximize user experience. Fourthly, we
use the Proof of Work (PoW) workload to represent decentralized
networks. The choice of consensus algorithm depends on the goals of
the blockchain network. The blockchain space has evolved to include
various consensus algorithms that address different scalability, effi-
ciency, and security considerations. Since PoW is historically significant
due to its role in Bitcoin’s creation [22], we include it to check the per-
formance of decentralized networks. Lastly, we include sort, grep, and
media streaming workloads for big data processing. The sort workload
is indispensable in data organization, promoting searching efficiency,
ensuring aggregation and analysis, and helping data deduplication. The
grep workload is crucial for quick data retrieval, filtering, extraction,
and cleansing. Both operations are essential for efficiently managing
and processing big data. For media streaming workload, on the one
hand, users need to utilize it to access the metaverse environment.
On the other hand, users can conduct various activities like online
meetings, attending classes, and watching videos in scenarios like

office, education, and entertainment by media streaming.
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Table 4
Workloads of MetaverseBench.

No. Workloads Key elements Components Metrics

1 Face recognition User authentication Access system Accuracy; latency
2 3D reconstruction Creation and rendering of models Avatar; environment IoU; latency
3 Machine translation Technologies facilitating interactions Activity BLEU
4 Speech recognition Technologies facilitating interactions Activity WER; F1-score
5 Proof of work Decentralized net Access system Block confirmation time

6 Sort
Big data processing Environment; activity Throughput7 Grep

8 Media streaming
We summarize the final selected eight workloads of MetaverseBench
s shown in Table 4. We inspect different evaluation metrics for various
orkloads. For face recognition, we care about recognition accuracy
nd latency. The latency is necessary for Real-Time applications and
ser experience, and the recognition accuracy is essential for reliable
dentification. We also need to strike a balance between recognition
ccuracy and latency. For 3D reconstruction, except for latency, we
heck the intersection of union (IoU) for evaluating model quality.
he latency is a critical performance metric for 3D reconstruction
lgorithms, especially when considering real-time or time-sensitive ap-
lications. The IoU is a widely used metric for measuring the accuracy
f 3D reconstruction results, particularly in the context of comparing
he reconstructed 3D model to a ground truth or reference model.
or machine translation, bilingual evaluation understudy (BLEU) is
dopted. The BLEU metric is an essential metric for evaluating the qual-
ty of machine translation systems. It is widely used in natural language
rocessing and machine translation. We use word error rate (WER)
nd F1-score for speech recognition. Using WER and F1-score together
llows a comprehensive assessment of speech recognition workload.
hile WER focuses on word-level errors and overall accuracy, the F1-

core accounts for precision and recall, providing insights into how
ell the system handles correctly and incorrectly recognized words.
or proof of work (PoW), block confirmation time is what we are
oncerned about. It refers to the time it takes for a new block to be
dded to the blockchain after being successfully mined by a miner,
nvolving trade-offs between security, throughput, user experience, and
he economics of the blockchain. For sort, grep, and media streaming,
e inspect throughput to reflect the performance of storage, computing,
nd transmission. Throughput reflects the rate at which the workloads
an process data and is often measured in terms of records per second
r data size per unit of time.

. Preliminary experiments

To illustrate the challenges of the metaverse to the point, we con-
truct a concise metaverse scenario based on MetaverseBench and
ummarize the challenges based on evaluations. In the concise meta-
erse scenario, we only consider the minimum system requirement,
hich is constructed by four workloads corresponding to the meta-
erse components. Although the concise scenario cannot completely
ummarize the whole picture of the metaverse system, preliminary
xperiments on designated workloads can quickly clarify the gaps be-
ween the performance of state-of-the-art systems and that of metaverse
ystems.

.1. The concise scenario

To construct the concise scenario, we choose four workloads from
etaverseBench: face recognition, 3D reconstruction, media streaming,

nd sort. As demonstrated in Fig. 6, face recognition is adopted to
epresent the metaverse access system; 3D reconstruction is adopted
o describe the construction of both avatars and the metaverse envi-
onment; media streaming is adopted as a typical workload in all kinds
37
Fig. 6. Workloads in the concise scenario.

of activities in the metaverse; sort is adopted to represent overall data
processing of the metaverse system.

In the concise scenario, we assumed that a single server node serves
a thousand users. The overall design target is to satisfy the concurrency,
which is also the typical Internet service mode. We examined the
latency or throughput for each workload to determine whether the
system could meet the requirements. Specifically, we focus on latency
for face recognition and 3D reconstruction, while for media streaming
and sorting, we focus on throughput.

We further set the baseline performance for four workloads. For
face recognition workload, we refer to smartphones’ face recognition
unlocking process and set its latency requirement to be no more than
3 s for a single user. For the 3D reconstruction workload, given that
the latency of mainstream XR devices is generally under 50 ms and
Apple Vision Pro makes it as low as 12 ms, it is reasonable that we set
its latency requirement to be ten milliseconds. To enable an immersive
experience, we take 4K videos as media sources for the media streaming
workload. Specifically, the video parameters are resolution 3840*2160,
frame rate 24 fps, video codec H.264, and bitrate 40 Mbps. Therefore,
the throughput requirement of the media streaming workload is 5 MB
per second per user. For the sort workload, the throughput requirement
of the metaverse system is 1 GB per second. In our preliminary exper-
iments, we only evaluated the performance of the state-of-the-practice
system for each workload separately. All performance requirements are
summarized in Table 5.

6.2. The preliminary results

We conducted preliminary experiments on a single server equipped
with Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40 GHz CPU and NVIDIA
Tesla V100 GPU. The testbed is a typical state-of-the-practice platform.

Face Recognition. We conducted offline inference on the LFW (La-
beled Faces in the Wild) dataset [23]. At the same time, the pre-trained
model used was a TensorFlow implementation of Google FaceNet [24]
with the architecture of Inception ResNet v1, which was trained with
VGGFace2 dataset [25] under the V100 GPU. The inference process
took 9 min and 13 s on 13233 images and showed an accuracy of more
than 0.99. This implied that the platform could deal with nearly 24
images per second. On the other hand, the latency requirement of the
metaverse system for face recognition is 3 s. Therefore, it suggested that

a state-of-the-practice solution is enough to meet the need.
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Table 5
Preliminary results.

Workloads Metrics State-of-the-practice results Requirements Gaps

Face Recognition Latency under Accuracy 0.05 s under 0.995 per user 3 s under 0.99 per user No gap
3D Reconstruction Latency under IoU 1800 s under 0.9 per scene 0.01 s under 0.8 per scene 180,000 times
Media Streaming Throughput 0.15MB/s per user 5MB/s per user 33.3 times
Sort Throughput 20.3MB/s per 1000 users 1GB/s per 1000 users 50.4 times
3D Reconstruction. Since scene reconstruction could be more chal-
enging than object reconstruction due to the need to reconstruct
ultiple objects and their relationships within the scene, we focus on

cene reconstruction for now. Specifically, we conducted an evaluation
n SceneNet dataset [26] with the open source POCO pre-trained
odel [27], which was trained with ShapeNet dataset [28]. The in-

erence results showed that the POCO model achieved a considerably
ine reconstruction quality, while the average time consumed per scene
as about 30 min. On the other hand, the latency requirement of the
etaverse system for 3D reconstruction is ten milliseconds, and the gap

s 180,000 times.
Media Streaming. We conducted this workload experiment with

ocker images released by CloudSuite [29]. During the running process,
edia streaming created four concurrent clients while each client held
o more than 500 sessions (each session represented one user). The
otal throughput for all clients was about 292.4 MB per second. In other
ords, the throughput was 0.15 MB per second per user. On the other
and, the throughput requirement of the metaverse system for Media
treaming is 5 MB per second per user, and the gap is about 33.3 times.

Sort. We adopted results in BigDataBench [6] as a reference to eval-
ate the state-of-the-practice performance of our big data workloads.
igDataBench conducted sort operations using a 32 GB unstructured
ikipedia data set of 4,300,000 English articles on a typical state-of-

he-art processor, Intel Xeon E5645. The results showed the throughput
as about 20.3 MB per second. On the other hand, the throughput

equirement of the metaverse system for the sort workload is 1 GB per
econd, so the gap is about 50.4 times.

.3. Summary

Table 5 summarizes the gaps between the performance require-
ents of the metaverse system and those of the state-of-the-practice

ystem. Our evaluations show that to achieve the performance re-
uirements of the metaverse system; the state-of-the-practice system
erformance needs to catch up by two orders of magnitude on average.
he smallest gap is face recognition, whose state-of-the-art performance
an meet the requirement, and the most significant gap is the one
f 3D reconstruction, which is five orders of magnitude. So, state-of-
he-art technology needs more revolutions to achieve the performance
equirements of the metaverse system. Besides performance, we also
onclude some requirements for metaverse system designs.

Fitting Various application scenarios. The metaverse involves
a lot of application domains. Many real-life activities, such as busi-
ness, social, education, finance, medicine, meetings, and games, can
be mapped to the virtual world. These different application domains
have other application characteristics and technical requirements. So,
the metaverse system should define a set of standard interfaces and
specifications to fit these different domains.

Providing Stronger interaction. In the metaverse, the ways of
interaction will be more diverse. Users can issue instructions through
handheld devices, head-mounted devices, etc.; the machine can also
capture the user’s actions and language through cameras and micro-
phones. In addition, the user’s brain turbulence, heart rate, blood
pressure, breathing, and environmental information can also be ob-
tained through sensors. Different types of precision sensors make the
interaction between the user and the machine smoother. At the same

time, through smart glasses, seats, projection equipment, and other
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output devices, technologies such as virtual reality and augmented
reality can be used to make users immersive.

Using more edge or end devices to implement stronger inter-
actions the metaverse collects user and environmental data through
tremendous and heterogeneous sensors. These collected data have var-
ious formats, including images, videos, voices, etc. These data need
to be quickly and accurately identified and processed accordingly.
Traditional Internet applications often send user requests to servers,
parse requests, and process data in servers. In the metaverse, some
simple sensor data processing tasks can be performed in end and edge
devices, while complex tasks are sent to the server for processing.
Currently, task allocation and scheduling are not limited to servers in
the data center but must be performed on ends or edges.

7. Related work

Although benchmark evaluations exist for the related technological
domains involved in the metaverse, such as XRBench [30] for evaluat-
ing the performance of Machine-Learning hardware for future Extended
Reality systems and BigDataBench [6] for evaluating big data systems
and architectures, creating benchmarks for complete metaverse systems
remains uncharted territory. The Hyperledger Foundation [31] intro-
duced Hyperledger Caliper, a benchmark tool for blockchain. At the
same time, in 2020, Dimitri et al. [32] developed BCTMark, a generic
framework for benchmarking blockchain on an emulated network in
a reproducible way. Additionally, there are benchmarks available for
Artificial Intelligence, such as MLPerf [4] and AIBench [5]. How-
ever, building benchmarks against complete metaverse systems is still
uncharted.

8. Conclusion and plan

Metaverse is a rapidly iterative interdisciplinary comprehensive
concept, due to which building benchmarks for corresponding hard-
ware and software systems is still an emerging subject. In this paper,
firstly, we proposed a definition of the metaverse from the perspec-
tive of system composition: a metaverse system is composed of four
subsystems, which are the access system, avatar, environment, and
activity. Based on this definition, we investigated and analyzed nine
specific related technological domains and explored the requirements
and challenges of each component and the corresponding technolog-
ical domains. Finally, combining system composition, technological
domains, and requirements, we proposed our metaverse benchmark
methodology. Furthermore, based on this methodology, we built a pre-
liminary metaverse benchmark. We conducted experiments and eval-
uations on several relevant workloads, including face recognition, 3D
reconstruction, big data sorting, and media streaming.

Regarding benchmark construction, this paper focuses on the work-
load abstraction of multiple individual real-world tasks. The chal-
lenges brought by the subsystems composed of multi-tasks and the
entire system consisting of various subsystems greatly exceed that of
a single task. We plan to build the respective metaverse subsystem
based on different workload abstractions. Then, we will complete the
complete metaverse system. Finally, we will construct the metaverse

system-oriented metaverse benchmark suite.
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A B S T R A C T

Cognitive psychology delves on understanding perception, attention, memory, language, problem-solving,
decision-making, and reasoning. Large Language Models (LLMs) are emerging as potent tools increasingly
capable of performing human-level tasks. The recent development in the form of Generative Pre-trained
Transformer 4 (GPT-4) and its demonstrated success in tasks complex to humans exam and complex problems
has led to an increased confidence in the LLMs to become perfect instruments of intelligence. Although GPT-4
report has shown performance on some cognitive psychology tasks, a comprehensive assessment of GPT-4,
via the existing well-established datasets is required. In this study, we focus on the evaluation of GPT-4’s
performance on a set of cognitive psychology datasets such as CommonsenseQA, SuperGLUE, MATH and
HANS. In doing so, we understand how GPT-4 processes and integrates cognitive psychology with contextual
information, providing insight into the underlying cognitive processes that enable its ability to generate the
responses. We show that GPT-4 exhibits a high level of accuracy in cognitive psychology tasks relative to the
prior state-of-the-art models. Our results strengthen the already available assessments and confidence on GPT-
4’s cognitive psychology abilities. It has significant potential to revolutionise the field of Artificial Intelligence
(AI), by enabling machines to bridge the gap between human and machine reasoning.
1. Introduction

Cognitive psychology aims to decipher how humans learn new
things, retain knowledge, and recall it when needed. Cognitive psychol-
ogists seek to understand how the mind works by conducting studies on
people’s thoughts and actions and by using other experimental methods
like brain imaging and computer modelling [1]. Understanding the
human mind and developing our cognitive skills to excel in a variety
of areas is the ultimate objective of cognitive psychology [2]. Fig. 1
shows the different fields of cognitive psychology under different sub-
fields such as common sense, mathematical reasoning, logical reasoning
and others. Language models have come a long way since the first
statistical models for modelling language were introduced [3]. With
the advent of deep learning and the availability of large amounts
of data [4], recent years have seen a rapid evolution of language
models that have achieved human-like performance on many language
tasks. Large Language Models (LLMs) are a type of Artificial Intel-
ligence (AI) framework that have garnered significant attention in
recent years due to their remarkable language processing capabilities

∗ Correspondence to: School of Electronic Engineering and Computer Science, Queen Mary University of London, London, E1 4NS, UK.
E-mail addresses: sifatkaurd13@gmail.com (S. Dhingra), manmeet.cat@tropmet.res.in (M. Singh), vaisakh.sb@tropmet.res.in (Vaisakh S.B.),

[5–10]. These models are trained on vast amounts of text data and are
able to generate coherent, human-like responses to natural language
queries. One of the key features of LLMs is their ability to generate
novel and creative responses to text-based prompts, which has led
to their increasing use in fields such as chatbots, question answering
systems, and language translation. An example of the prompts from
different datasets used in this study are shown in Fig. 2. The use
of self-attention has been a key factor in this success, as it allows
for more efficient and accurate modelling of long-range dependencies
within the input sequence, resulting in better performance compared
to traditional Recurrent Neural Network (RNN)-based models [11].
LLMs have demonstrated impressive performance on a wide range
of language tasks, including language modelling, machine translation,
sentiment analysis, and text classification. These capabilities have led
to the increased use of LLMs in various fields, including language-based
customer service, virtual assistants, and creative writing.

One of the key areas measuring intelligence in humans, other
species and machines is the cognitive psychology [12]. There are
vailable online 1 September 2023
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Fig. 1. Datasets used in the study with the different categories contained in them.
everal tasks that are considered to be the benchmarks for testing
ognitive psychology. Some of them are text interpretation, computer
ision, planning and reasoning [13–15]. For cognitive psychology to
ork, we rely on a complex and potent social practise: the attribution
nd assessment of thoughts and actions [16]. The scientific psychology
f cognition and behaviour, a relatively recent innovation, focuses
rimarily on the information-processing mechanisms and activities
hat characterise human cognitive and behavioural capabilities [17].
esearchers have attempted to create systems that could use natural

anguage to reason about their surroundings [18] or that could use
world model to get a more profound comprehension of spoken lan-

uage [19]. The report introducing Generative Pre-trained Transformer
(GPT-4) [20] has tested the HellaSwag [21] and WinoGrande [22]

atasets for cognitive psychology. Although, these tests are relevant,
hey lack the sophistication required to understand deep heuristics of
PT-4. Hellaswag entails the task of finishing a sentence and Wino-
rande involves identifying the correct noun for the pronouns in
sentence, which are quite simple. Other tasks and standardised

atasets [23] which test the psychology are needed in order to per-
orm a comprehensive assessment of cognitive psychology for GPT-4.
oreover GPT-4 needs to go through complex reasoning tasks than just

redicting the last word of the sentence such as in Hellaswag, to emerge
s a model capable of high-level intelligence. [24] note that Super-
LUE [25], CommonsenseQA [26], MATH [27] and HANS [28] are four

uch datasets that are needed to be tested for a comprehensive cognitive
sychology evaluation of AI models. In this study, we evaluate the
erformance of GPT-4 on the SuperGLUE, CommonsenseQA, MATH
nd HANS datasets. This is a work in progress and we are performing
ontinuous tests with the other datasets as suggested by [24]. Our study
an be used to build up higher-order psychological tests using GPT-4.

The rest of the paper is structured as follows: Section 2 presents the
atasets and methodology. Section 3 discusses the experimental results.
ection 4 concludes the paper.

. Datasets and methodology

In this study, four datasets have been used to test the cognitive psy-
hology capabilities of GPT-4. The four datasets are CommonsenseQA,
ATH, SuperGLUE and HANS. They are described as below:
41
2.1. CommonsenseQA

CommonsenseQA is a dataset composed for testing commonsense
reasoning. There are 12,247 questions in the dataset, each with 5
possible answers. Workers using Amazon’s Mechanical Turk were used
to build the dataset. The goal of the dataset is to evaluate the common-
sense knowledge using CONCEPTNET to generate difficult questions.
The language model tested in the CommonsenseQA paper has an accu-
racy of 55.9% whereas the authors report that human accuracy on the
dataset is around 89%.

2.2. MATH

The MATH dataset includes almost 12,500 problems from scholastic
mathematics contests. Machine learning models take a mathematical
problem as input and produce an answer-encoding sequence, such as
𝑓𝑟𝑎𝑐23. After normalisation, their answers are distinct, therefore MATH
may be evaluated using exact match instead of heuristic metrics like
BLEU. Problems in seven different areas of mathematics, including
geometry, are categorised by complexity from 1 to 5, and diagrams
can be expressed in text using the Asymptote language. This allows for
a nuanced evaluation of problem-solving skills in mathematics across
a wide range of rigour and content. Problems now have comprehen-
sive, detailed, step-by-step answers. To improve learning and make
model outputs more interpretable, models can be trained on these to
develop their own step-by-step solutions. The MATH dataset presents
a significant challenge, with accuracy rates for big language models
ranging from 3.0% to 6.9%. Models attain up to 15% accuracy on
the least difficulty level and can develop step-by-step answers that are
coherent and on-topic even when erroneous, suggesting that they do
possess some mathematical knowledge despite their low accuracies.
The results of human evaluations on MATH show that it may be difficult
for humans as well; a computer science Ph.D. student who does not
really like mathematics scored about 40%, while a three-time IMO gold
medallist scored 90%.

2.3. SuperGLUE

SuperGLUE is an updated version of the GLUE benchmark that
includes a more challenging set of language understanding tasks. Using
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Fig. 2. Examples of sample prompts and the respective responses of GPT4 on CommonsenseQA, MATH and SuperGLUE datasets.
he gap between human and machine performance as a metric, Super-
LUE improves upon the GLUE benchmark by defining a new set of
ifficult Natural Language Understanding (NLU) problems. About half
f the tasks in the SuperGLUE benchmark have fewer than 1k instances,
nd all but one have fewer than 10k examples, highlighting the impor-
ance of different task formats and low-data training data problems.
s compared to humans, SuperGLUE scores roughly 20 points worse
hen using BERT as a baseline in the original study. To get closer

o human-level performance on the benchmark, the authors argue
hat advances in multi-task, transfer, and unsupervised/self-supervised
earning approaches are essential.

.4. HANS

The strength of neural networks lies in their ability to analyse a
raining set for statistical patterns and then apply those patterns to test
nstances that come from the same distribution. This advantage is not
ithout its drawbacks, however, as statistical learners, such as tradi-

ional neural network designs, tend to rely on simplistic approaches
hat work for the vast majority of training samples rather than captur-
ng the underlying generalisations. The loss function may not motivate
42
the model to learn to generalise to increasingly difficult scenarios in
the same way a person would if heuristics tend to produce mostly
correct results. This problem has been observed in several applications
of AI. Contextual heuristics mislead object-recognition neural networks
in computer vision, for example; a network that can accurately identify
monkeys in a normal situation may mistake a monkey carrying a guitar
for a person, since guitars tend to co-occur with people but not monkeys
in the training set. Visual question answering systems are prone to the
same heuristics. This problem is tackled by HANS (Heuristic Analysis
for Natural Language Inference (NLI) Systems), which uses heuristics
to determine if a premise sentence entails (i.e., suggests the truth of)
a hypothesis sentence. Neural NLI models have been demonstrated to
learn shallow heuristics based on the presence of specific words, as
has been the case in other fields. As not often appears in the instances
of contradiction in normal NLI training sets, a model can categorise
all inputs containing the word not as contradiction. HANS prioritises
heuristics that are founded on elementary syntactic characteristics.
Think about the entailment-focused phrase pair below:

Premise: The judge was paid by the actor.
Hypothesis: The actor paid the judge.
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Fig. 3. Accuracy of GPT4 on cognitive psychology tasks.

An NLI system may accurately label this example not by deducing
the meanings of these lines but by assuming that the premise involves
any hypothesis whose terms all occur in the premise. Importantly, if
the model is employing this heuristic, it will incorrectly classify the
following as entailed even when it is not.

Premise: The actor was paid by the judge.
Hypothesis: The actor paid the judge.
HANS is intended to detect the presence of such faulty structural

heuristics. The authors focus on the lexical overlap, subsequence, and
component heuristics. These heuristics are not legitimate inference
procedures despite often producing correct labels. Rather than just
having reduced overall accuracy, HANS is meant to ensure that models
using these heuristics fail on specific subsets of the dataset. Four well-
known NLI models, including BERT, are compared and contrasted using
the HANS dataset. For this dataset, all models significantly underper-
formed the chance distribution, with accuracy just exceeding 0% in
most situations.

2.5. Methodology

We test the four datasets as described above to test the cognitive
psychology capabilities of GPT-4. The model is accessed using the
ChatGPT-Plus offered by OpenAI. We evaluate these models as shown
in the results and discussion section on accuracy metric. Accuracy is a
fundamental metric used to evaluate the performance of large language
models, especially when applied to psychology datasets. It measures the
proportion of predictions that the model gets right out of all the predic-
tions it makes. In the realm of psychology, where understanding human
behaviour and cognition is paramount, the accuracy of a model can be
crucial. A high accuracy indicates that the model is adept at capturing
the nuances of psychological data. When testing large language models
on psychology datasets, accuracy can help researchers and practitioners
gauge how well the model understands and processes psychological
concepts, theories, and patterns. As the field of artificial intelligence
evolves, striving for higher accuracy on psychology datasets ensures
that models remain relevant and effective in interpreting complex
human behaviours and emotions. While accuracy is vital, it is equally
important to ensure that the models are tested and trained in an ethical
manner, respecting the privacy and sensitivity of psychological data.

3. Experimental results

We will first discuss the human and machine skill of the different
models traditionally used in the datasets used to test cognitive psy-
chology. As compared to humans, SuperGLUE scores roughly 20 points
43
worse when using BERT as a baseline in the original study. To get closer
to human-level performance on the benchmark, the authors argue
that advances in multi-task, transfer, and unsupervised/self-supervised
learning approaches are essential. The language model tested in the
CommonsenseQA paper has an accuracy of 55.9% whereas the authors
report that human accuracy on the dataset is around 89%. The ac-
curacy of humans on HANS dataset ranged from 76%–97% and the
authors show that the BERT model performed below 10% on the non-
entailment category. The human performance on MATH varied from
40%–90% and GPT-2/GPT-3 showed accuracies below 10%.

Fig. 3 shows that GPT-4 has an accuracy of 83.2% on Common-
SenseQA, data, we find that GPT-4 has an accuracy of around 84%,
82% on prealgebra, 35% on geometry, 100% on HANS and 91.2% on
SuperGLUE. It is to be noted that the perfect results on HANS data
might be because all the examples used are of non-entailment, as the
model might be memorising this particular heuristic. The experiments
to generate GPT-4 results with mixed data from HANS are ongoing.

3.1. Comparison assessing the cognitive abilities of GPT-3: A state-of-the-art
model

In a previous study, researchers [29] draw a parallel between the
historical case of ‘‘Clever Hans’’, a horse believed to solve mathemat-
ical problems, and the modern interpretation of large-scale machine
learning models, particularly GPT-3. The researchers employed system-
atic investigations and psychological experimentation to assess GPT-3’s
decision-making, information search, deliberation, and causal reason-
ing abilities. The results indicated that GPT-3 could solve certain tasks
similarly or even better than humans. However, its performance was
inconsistent, especially when minor changes were made to the tasks.
The study found that GPT-3 performed well in certain tasks, such
as gambles and a multiarmed bandit task, but lacked in areas like
directed exploration and causal reasoning. The researchers emphasised
the importance of understanding how these models solve tasks and
suggested that future models would benefit from active interaction
with the world. The study also highlighted the potential of cognitive
psychology methods in understanding the behaviour of deep learning
models.

4. Conclusions

GPT-4, which is a state-of-the-art large language model, is a revo-
lution in the field of psychology since it gives psychologists unprece-
dented resources to use in their studies and work. This sophisticated
AI model offers psychologists and psychiatrists to learn more about
the human mind and come up with novel treatment theories and ap-
proaches. It provides an avenue for improved efficacy of psychological
therapies and allowing professionals to spend more time with clients,
leading to deeper and more fruitful therapeutic bonds. The potential
applications of GPT-4 can only be realised if the model is thoroughly
tested on basic tests of reasoning and cognition. Cognitive psychology
enables the humans to perform various activities [30] in their personal
and professional lives. We show that the performance of GPT-4 greatly
surpasses the language model used in the original studies from where
the different datasets are sourced, thus it can make a tool of day-to-
day utility for psychologists. This development can lead to cascading
benefits in addressing the mental health challenges faced by today’s
society.
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A B S T R A C T

Algorithmic fairness research is currently receiving significant attention, aiming to ensure that algorithms
do not discriminate between different groups or individuals with similar characteristics. However, with the
popularization of algorithms in all aspects of society, algorithms have changed from mere instruments to social
infrastructure. For instance, facial recognition algorithms are widely used to provide user verification services
and have become an indispensable part of many social infrastructures like transportation, health care, etc.
As an instrument, an algorithm needs to pay attention to the fairness of its behavior. However, as a social
infrastructure, it needs to pay even more attention to its impact on social fairness. Otherwise, it may exacerbate
existing inequities or create new ones. For example, if an algorithm treats all passengers equally and eliminates
special seats for pregnant women in the interest of fairness, it will increase the risk of pregnant women taking
public transport and indirectly damage their right to fair travel. Therefore, algorithms have the responsibility
to ensure social fairness, not just within their operations. It is now time to expand the concept of algorithmic
fairness beyond mere behavioral equity, assessing algorithms in a broader societal context, and examining
whether they uphold and promote social fairness. This article analyzes the current status and challenges of
algorithmic fairness from three key perspectives: fairness definition, fairness dataset, and fairness algorithm.
Furthermore, the potential directions and strategies to promote the fairness of the algorithm are proposed.
1. Introduction

Currently, the fairness of algorithms has drawn a lot of attention
in many fields, such as recidivism prediction [1], item recommenda-
tion [2], and outcome prediction [3] et al. Numerous studies have
demonstrated the prevalence of unfairness in decision-making algo-
rithms and algorithm-based systems [4–10]. In response, researchers
have been actively working towards eliminating algorithmic unfairness
through the development of fairness measures [11–13], the creation of
fairness datasets [14–16], and the proposal of fair algorithms [17–19],
among other approaches.

Research on algorithmic fairness can be categorized according to
two different principles: whether to consider the long-term impact and
whether to consider non-technical factors [22,23]. Table 1 shows the
explanation of the terminology used in this paper. Based on the first
principle, algorithmic fairness can be divided into static fairness and
dynamic fairness [17,23–27]. For example, when a loan application
algorithm tackles discrimination in selection rates between races, it is
classified as static fairness research, but if it also takes into account

∗ Corresponding author.

the long-term effects (such as credit score change) of its decisions
on the underlying population, it is categorized as dynamic fairness
research [28]. According to the second principle, algorithmic fairness
can be classified as technical fairness, social fairness, and sociotechnical
fairness [29–36]. For example, when a loan application research opti-
mizes mathematical rate-related fairness measures (such as equalized
odds), it is classified as technical fairness research, when it pursues
regulation of non-algorithmic factors (for example, making a norm to
uphold the developer, user, and executor of algorithms [37]), it is
classified as social fairness research, and when it addresses discrim-
ination against different races from both technical and non-technical
perspectives, it is classified as sociotechnical fairness research [22].

The central idea behind algorithmic fairness in current literature
is to minimize discrimination by algorithms or systems that use al-
gorithms, both against different groups and against individuals who
are similar to each other. However, according to the definition of
infrastructure — the myriad structures that underpin modern society,
the algorithm has become an important social infrastructure [38]. Thus,
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Table 1
Terminology and Explanation of Terms.

Term Definition

Fairness [20] ‘‘Fairness means the absence of any biases based on
an individual’s inherent or acquiredcharacteristics that
are irrelevant within the specific decision context.’’

Static Fairness [21] Without considering changes in the environment, only
the current state is taken into account.Usually, ‘‘static
fairness provides a one-time fair solution based on
optimizing fairness constraints.’’

Dynamic Fairness [21] It is an ongoing process that requires considering
environmental changes,learning, and adapting to those
changes to maintain fairness in decision-making.

Social Fairness [22] Society maintains fairness by continuously striving to
balance various forces.

Technical Fairness [22] Efforts are made to utilize fairness metrics and other
approaches to measure biasesin algorithms, seeking
technological means to mitigate algorithmic
discrimination against different subgroups or
individuals.

Sociotechnical Fairness [22] ‘‘The outcomes of a system are influenced by the
interplay betweentechnical structure and social
structure, as well as the interplay between
instrumental values and humanistic values.’’

Process Fairness Emphasizing the fairness in the process of
decision-making or allocation,without being concerned
about the actual outcomes.

Outcome Fairness Focus on whether the actual outcome is fair.

Group Fairness [4] A certain group should receive equal treatment as
privileged groups or the overall population.

Individual Fairness [4] ‘‘Similar individuals should be treated similarly.’’
algorithmic fairness research should not only strive to be fair but also
bear the responsibility of creating a fair society, otherwise may lead
to seemingly fair algorithms causing societal unfairness or creating
new forms of unfairness. For example, face recognition provides audit
services for all railways and aviation in China, supports the normal
operation of railways and aviation, and becomes an important social
infrastructure. For fairness of algorithmic behavior itself, even if the
failure rate of facial recognition for individuals with facial impairments
is the same as that of normal individuals, due to their heightened
psychological sensitivity, they may avoid using facial recognition tech-
nology out of fear of recognition failure. This, to some extent, harms the
interests of this group. For social fairness algorithmic, individuals with
facial impairments should be treated specially (for example, adjust the
algorithm recognition threshold) to protect them from non-technical
discrimination in public due to facial defects.

In this paper, we first review and analyze existing fairness def-
initions (problem instantiation), fairness datasets (problem instantia-
tion), and fairness algorithms (solution instantiation) to summarize the
progress of algorithm fairness [39,40]. Then extend fairness from the
algorithm level to the social level across the entire life cycle of the
algorithm. As shown in Fig. 1, for the problem definition, fairness in a
social environment demands not only fair behavior from algorithms and
systems as societal infrastructure but also their contribution to promot-
ing social fairness. Hence, we emphasize that the assessment of fairness
extends beyond the behavior of algorithms or algorithm-based systems
and includes fairness within society. For the problem instantiation, in
addition to subjects, the instantiation of fairness problems should also
involve algorithm developers, users, and executors. Further, in order
to reflect the real fairness of society, the instances of the problem must
also maintain the consistency of characteristics with the real society.
For the solution instantiation, the design of the algorithm not only
needs to consider optimizing the fairness metric but also needs to be
able to detect the degree of social fairness and then adjust the behavior
of the algorithm. Additionally, we highlight the need to restructure the
algorithmic fairness benchmark in light of the new algorithmic fairness
techniques above to advance algorithmic fairness research.
46
Fig. 1. The extension of algorithm fairness.

The paper is structured as follows. Section 2 reviews the definition
of algorithmic fairness. Section 3 reviews data used in recent algorith-
mic fairness research. Section 4 reviews the fair algorithms. Section 5
extends the algorithmic fairness in the social context. Section 6 draws
a concluding remark.

2. Fairness definitions: Problem definition

The concept of fairness has been widely debated in moral and
political discussions, but it lacks a consistent definition [41]. With
the increasing integration of AI in various domains, ethical and moral
concerns have arisen, leading scientists to explore ways of incorpo-
rating fairness into algorithmic systems [42]. Currently, fairness in
algorithms is defined as the overall performance of an algorithm or
algorithm-based system in treating individuals or groups, as assessed by
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fairness metrics. In the subsequent sections, we discuss the definition
and metrics related to algorithmic fairness.

2.1. Fairness definition

The presence of diverse preferences and perspectives across differ-
nt cultural backgrounds makes it challenging to establish a universal
efinition that applies to all individuals [43]. Broadly, fairness means
hat there are no biases towards an individual’s inherent or acquired
haracteristics during the decision-making process [44]. Fairness can
e divided into two categories: process fairness and outcome fair-
ess [45], depending on whether the focus is on the fairness of the
ecision-making process itself or its resulting outcomes [46]. Ensuring
airness throughout the entire decision-making process is particularly
hallenging due to factors such as the black-box nature of deep learning
lgorithms. So current research primarily concentrates on outcome
airness. In terms of outcome fairness, it can be further divided into
roup fairness and individual fairness based on the goals of algorithmic
airness [45,46]. Distributive individual fairness holds that outcomes
hould be fair at the individual level, while group fairness holds that
utcomes should be fair across groups [47]. Although fairness can
e classified based on objectives, different researchers have different
iews on what the outcome of fairness should be, which we call
airness concepts [45]. The most influential concepts include Consistent
airness and Calibrated Fairness. Consistent Fairness holds that similar
ndividuals or diverse groups with similarities should obtain similar
utcomes, while Calibrated Fairness requires that an individual’s (or
roup’s) outcome value should be proportional to their merit [45]. The
bove definitions are all based on the behavior of the algorithm itself
ithout considering the existence of social unfairness. In Section 5.1,
e will expand the definition of fairness: social fairness not only

equires maintaining fairness in algorithmic behavior but also considers
liminating social unfairness and promoting social equity.

.2. Fairness metrics

The definition of algorithmic fairness is intertwined with its mea-
urement metrics. The fairness is determined by the values of fairness
etrics, and the design of fairness metrics relies on the definition

f fairness. In Table 2, we have provided a list of commonly used
airness metrics, categorized into individual fairness and group fairness.
ndividual fairness lacks a simple and executable definition, making
t often difficult to achieve a consensus. On the other hand, group
airness, due to its simplicity and quantifiability, is widely utilized in
airness research. All these metrics can be useful in bias mitigation
asks when dealing with protected attributes, where A represents the
rotected attribute. The true label is denoted as 𝑌 , and the predicted

label is denoted as 𝑌 , where 0 represents negative outcomes and 1
represents positive outcomes [4]. Probabilities are represented as P.

However, it is important to note that discussions surrounding algo-
rithmic fairness extend beyond technical metrics. The social objectives
of deploying a model, the group of individuals affected by the model’s
decisions, and the available decision space for decision-makers to inter-
act with the model’s predictions must also be considered [48]. Different
stakeholders have varying objectives, and the selection of fairness
metrics must consider various application scenarios.

In summary, while fairness metrics can serve as useful tools for
mitigating task biases, it is crucial to adopt a holistic approach to
algorithmic fairness by considering the social context and the needs of
all relevant stakeholders.
47
3. Fairness datasets: Problem instantiation

A dataset, which is an instance of a problem or task, is a fundamen-
tal component for the development of data-driven machine learning
algorithms as it reflects the essential characteristics of a problem or
task. In recent years, many datasets have been utilized for algorithmic
fairness research [43,55]. In addition, due to the long-term impact of
fairness, several simulators have also been developed to address the
limitations of static datasets in fairness research [23]. In the following
subsections, we discuss the efforts related to datasets and simulators in
the context of algorithmic fairness.

3.1. Dataset

In Table 3, we have compiled a list of 10 fairness datasets and
described their protective attributes and other characteristics. However,
some of the datasets used in equity research may exhibit biases against
protected attributes such as gender, race, and age. These biases can
have adverse effects on vulnerable groups. For example, the UCI Adult
dataset includes three protected attributes — gender, age, and race.
However, an analysis of the dataset shows that high-income men
outnumber women in almost all relationship statuses, and there is
also some racial bias present [43]. Although this dataset is commonly
used for categorical tasks such as predicting income levels, the $50k
threshold is set inappropriately, leading to biases against Blacks and
women [43].

In practice, addressing these biases may involve expanding the
dataset, changing the labels of some data points, or weighting the
protected attributes. For example, Retiring Adult, a reconstructed UCI
Adult dataset, has been created using real data from the American
Community Survey (ACS) Public Use Microdata Sample (PUMS) [15].
This dataset encompasses income as a continuous variable, enabling
a more realistic prediction of whether an individual earns over $50k
annually. Moreover, the dataset includes forecasting tasks for various
applications such as income, employment, health, transportation, and
housing.

Furthermore, Ilias et al. [16] proposed a benchmark set of legal texts
covering multiple regions and languages. They adopted a competency-
centered equity approach with the goal of ensuring that each group had
sufficient resources to achieve similar performance levels. Ultimately,
this approach is centered on the important factors of how individuals
are treated in the legal process, making it an equitable approach.

Although researchers have made many improvements to fairness
datasets, fairness datasets are typically static and difficult to support
the development of dynamic fairness algorithms. Moreover, currently
collected fairness datasets do not consider how to maintain social fair-
ness characteristics, making it challenging to support the development
of algorithms that are oriented towards social equity.

3.2. Simulator

In the pursuit of achieving dataset fairness, simulators have been
proposed as a valuable tool, particularly for long-term and dynamic
scenarios. D’Amour et al. [23] have developed an open-source software
framework called ml-evenness-gym, an extension of OpenAI’s Gym,
to examine the long-term impact of the existing fair decision-making
system. The framework employs a Markov decision process (MDP)
where an agent chooses an action at each step to influence the state
of the environment. The environment presents an observation to the
agent, which is then used to determine the next action. This iterative
process continues until the environment reaches an end state. Simi-
larly, Xueru et al. [56] adopted a partially observed Markov decision
process (POMDP) framework to model sequential decisions in different
situations. They consider a discrete-time sequential decision process
applicable to a particular population, where the effects of decisions
made in each time step are reflected in the population characteristics
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Table 2
Common fairness metrics.

Type Name Mathematical expression Meaning

Group Fairness

Statistical Parity
[44]

𝑃 (𝑌 |𝐴 = 0)
= 𝑃 (𝑌 |𝐴 = 1)

The unprotected groupand the protected group have an
equal proportion of favorable outcomes.

Equalized Odds [13] 𝑃 (𝑌 |𝐴 = 0, 𝑌 = 𝑦)
= 𝑃 (𝑌 |𝐴 = 1, 𝑌 = 𝑦)

Individuals from different group should have an equal
chance of being correctly classified as positive (true positive)
and incorrectly classified as positive(false positive).

Equal Opportunity
[13]

𝑃 (𝑌 = 1|𝐴 = 0, 𝑌 = 1)= 𝑃 (𝑌 =
1|𝐴 = 1, 𝑌 = 1)

The true positive rateis equal across protected and
unprotected groups.

Treatment Equality
[49,50]

𝑃 (𝑌 = 1|𝐴 = 1, 𝑌 = 0)
𝑃 (𝑌 = 0|𝐴 = 1, 𝑌 = 1)

=
𝑃 (𝑌 = 1|𝐴 = 0, 𝑌 = 0)
𝑃 (𝑌 = 0|𝐴 = 0, 𝑌 = 1)

The ratio of false positiverate to false negative rate is the
same between different populations.

Test Equality [51] 𝑃 (𝑌 = 1|𝐴 = 0, 𝑌 )
= 𝑃 (𝑌 = 1|𝐴 = 1, 𝑌 )

The probability ofindividuals in both the protected and
unprotected groups belonging to the positive class is equal.

Individual Fairness
Fairness ThroughU-
nawareness
[44,52,53]

\ An algorithm is considered fairas long as it does not
explicitly use any protected attribute A in the
decision-making process.

Fairness
ThroughAwareness
[44,54]

\ For a given task-specificsimilarity measure(inverse distance),
any two similar individuals should receivesimilar outcomes.

Counterfactual
Fairness [44,53]

𝑃 (𝑌𝐴⟵𝑎(𝑈 ) = 𝑦|𝑋 = 𝑥,𝐴 = 𝑎)=
𝑃 (𝑌𝐴⟵𝑎′ (𝑈 ) = 𝑦|𝑋 = 𝑥,𝐴 = 𝑎)

‘‘If a decision remains consistenttowards an individual in
both the actual world and a counterfactual world where the
individual belongs to a different demographic group, then
that decision is considered fair towards the individual.’’
Table 3
Overview of real-world datasets for fairness.

Dataset name #Instances (cleaned) Class Domain Protected attributes Collection location

Law School [58] 20, 798

Binary classification

Education Male, race
USAUCI adult dataset [59] 45, 222 Finance Sex, race, age

Diabetes [60] 45, 715 Healthcare Gender

Dutch Census [61] 60, 420 Social Sex The Netherlands

Diversity in faces dataset [62] 1, 000, 000 Face recognition Facial images – –

Credit Card Clients [63] 30, 000

Binary classification

Finance Sex, marriage, education Taiwan

Bank Marketing [64] 45, 211 Age, marital Portugal

COMPAS Recid [65] 6, 172 Criminology Race, sex

USA

COMPAS Viol Recid [65] 4, 020

Retiring Adult: 2018 PUMS [15]

ACSIncome 1, 599, 229 Finance

Sex, race, age
ACSPublicCoverage 1, 127, 446 Healthcare

ACSMobility 620, 937 Housing

ACSEmployment 2, 320, 013 Employment

ACSTravelTime 1, 428, 642 Transportation
in subsequent time steps. This work successfully addresses the limita-
tions of using limited long-term dynamic datasets. In addition, some
simulation methods utilize data augmentation techniques to address
discrepancies in data sets. For instance, Iosifidis et al. [57] have used
oversampling and SMOTE to generate pseudo-instances in minority
communities.

Simulators have been widely used in the research of dynamic fair-
ess algorithms to compensate for the limitations of fairness datasets,
hich cannot adequately support dynamic development. However,

urrent simulators cannot provide personalized simulations for par-
icipants, leading to lower accuracy. Additionally, existing simulators
o not consider the interaction between the simulated algorithm sys-
em and the participants, making it difficult to support research on
lgorithms focused on social fairness.

. Fairness algorithms: Solution instantiation

In recent years, a multitude of algorithms have emerged with the
im of reducing bias and discrimination in the behavior of algorithms
nd systems. These innovative approaches have been introduced to
48
address this pressing issue and ensure fairer outcomes [45,82]. Ta-
ble 4 summarizes the pre-process, in-process, and post-process mech-
anisms for algorithmic fairness. Pre-process mechanisms, while appli-
cable to any classification algorithm, may compromise interpretability.
In-process mechanisms effectively address accuracy and fairness in the
objective function, but are closely tied to the algorithm. Conversely,
post-process mechanisms can be used with any classification algorithm
but often yield inferior results due to their delayed application.

4.1. Pre-process

Pre-processing mechanisms play a crucial role in preparing data for
machine learning algorithms. Their purpose is to minimize or eradicate
bias and unfairness within the data. These methods are employed prior
to feeding the data into the algorithms, ensuring that the subsequent
analysis and modeling are based on a more equitable and unbiased
foundation. Typically, these methods encompass techniques that focus
on manipulating the distribution of protected variables within the
sample or applying specific transformations to the data. The goal is
to ensure that the input data remains impartial and unbiased, thereby
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Table 4
Methods for fairness.

Paper Stage Scheme Datasets Evaluation Measure

[66] Pre-process Transformation Adult Discrimination=0.11, AUC=0.78

[67] Pre-process Reweighing Adult p%-rule=100%, Accuracy=82%

[68] Pre-process Causal Methods NYCSF FACE=0.273

[69] Pre-process Adversarial learning Adult EMD=0.001, Avg.Score=0.239

[70] Pre-process Adversarial learning Adult Risk Difference=0.0411, Balanced Error Rate (BER)=0.3862

[71] In-process Regularization Adult, Crime and Communities,
COMPAS, Default,Law School,
Sentencing

–

[72] In-process Regularization COMPAS Benefits=0.97, Accuracy=68%

[73] In-process Adversarial learning Adult –

[74] In-process Adversarial learning Adult FPR=0.0248, FNR=0.4492

[75] In-process constraint optimization Bank Marketing Accuracy=87%, p%-rule=45%

[76] In-process constraint optimization Use data from 3 real conferences Paper Score(PS)=1.65, The assigned papers per reviewer(RA)=0.63

[13] Post-process Threshold FICO Profit=99.3%

[77] Post-process Threshold COMPAS –

[78] Post-process Transformation Adult PSE<3.7, Accuracy=73.8%

[79] Post-process Transformation COMPAS NDE=(0.95,1.05), Accuracy=67.8%

[80] Post-process Calibration – –

[81] Post-process Calibration Racial Faces in the Wild Accuracy=90.58%
enabling machine learning algorithms to generate fair and equitable
decisions [83].

Du et al. [66] introduced a convex optimization approach to learn
ata transformations that aim to control group discrimination, limit
istortion in individual data samples, and preserve utility. Krasanakis
t al. [67] proposed a novel approach called CULEP for mitigating
ias in binary classifiers. It uses an iterative reweighting process to
ecognize sources of bias and diminish their impact without affect-
ng features or labels. The approach encapsulates both fairness- and
lassifier-related information and allows for a more precise stochastic
nalysis. Khademi et al. [68] made significant contributions by intro-
ucing two novel definitions of group causal relations from a causal
erspective. These definitions were developed using causal methods
nd were designed to effectively quantify group fairness.

Recently, adversarial learning techniques have been utilized by
esearchers to generate fair samples. Feng et al. [69] proposed a
ramework for learning a latent representation of attributes through
dversarial learning, preprocessing the data, and preserving useful
nformation while preventing useless information as much as possible.

u et al. [70] introduced a unified framework called FairGAN for
enerating data that meets various fairness requirements while having
ood utility.

.2. In-process

The main concept of the in-process approach is to incorporate
airness considerations into the model optimization process during ma-
hine learning training, with the aim of addressing issues of unfairness
esulting from dataset bias [83]. This method involves integrating
airness metrics into the model’s objective function, allowing for the
imultaneous optimization of performance and fairness during training.

Regularization is a common technique used in the in-process stage
f fairness mechanisms. Berk et al. [71] introduced a flexible regu-
arizer incorporating individual and group penalty mechanisms into
he framework. Heidari et al. [72] addressed the fairness problem
n welfare measures by enhancing the penalty for the fair benefit
unction. Adversarial learning methods are also rapidly developing.
elis et al. [73] employed an adversarial learning paradigm to design

air classifiers by introducing fairness objectives to enhance model
erformance. Similarly, Zhang et al. [74] utilized adversarial learning
49
to mitigate bias, which is flexible and applicable to various definitions
of fairness.

Constrained optimization is also a popular method. Zafar et al. [75]
designed a classifier to maximize accuracy while adhering to fairness
constraints to ensure that algorithmic decisions do not have unfair
effects on certain sensitive attribute groups. Kobren et al. [76] proposed
a novel formulation for the paper matching problem. The proposed al-
gorithm, FAIRIR, simultaneously optimizes the global objective, obeys
local fairness constraints, and satisfies lower and upper bounds on
reviewer loads to ensure more balanced allocation.

4.3. Post-process

The post-processing mechanisms discussed in this passage are ap-
plied to machine learning models during the prediction and evaluation
stages. These mechanisms aim to adjust the model’s output to enhance
fairness.

Threshold adjustment and transformation are commonly used meth-
ods for improving fairness in machine learning models. Hardt et al. [13]
and Corbett et al. [77] have implemented different decision thresholds
for various groups to enhance equal opportunities. Chiappa et al. [78]
proposed a path-specific approach to address fairness issues. The ap-
proach corrects individual decisions by removing unfair information
caused by sensitive attributes while preserving the remaining fair infor-
mation along a specific path. The method is demonstrated using linear
models and graphical causal models. To address the problem of fair
statistical inference based on results, Nabi et al. [79] formulated the ex-
istence of discrimination as the presence of specific path effects (PSE).
This refers to a path of effect determined by mediation analysis and can
assist in understanding the mechanisms and reasons for discrimination.

Compared to threshold adjustment and transformation, calibration
of prediction results is a method that can adjust the bias of predictions
to make them closer to the true values. Hebert et al. [80] proposed
a multi-calibration approach that considers the predictions of multiple
calibration predictors to reduce bias and ensure fairness and accuracy.
Salvador et al. [81] proposed a fair calibration method due to the
recognition bias of facial recognition technology towards minority
groups. This method improves the model’s accuracy and generates
fair calibration probabilities, thereby reducing the unfair treatment of

minority groups.



BenchCouncil Transactions on Benchmarks, Standards and Evaluations 3 (2023) 100137Y. Huang et al.
Fig. 2. The lifecycle of fairness in social content. We have expanded three stages of the development of fairness algorithms. Firstly, in the definition stage of fairness algorithms,
besides including the definition of algorithmic behavior itself, it is essential to consider relevant social factors during the development process, such as developers, users, and
executors. Additionally, the dynamic changes of subjects should also be taken into account. Secondly, in the instantiation stage of fairness problems, besides collecting data related
to the fairness definition of the algorithm, it is necessary to model and develop simulators for each individual to simulate the dynamic interaction between the algorithm and
the subjects. At this stage, the characteristics of the dataset should align with those of the real world, enabling the dataset to simulate the real world. Lastly, in the development
stage of fairness algorithms, we emphasize that fairness algorithms should be capable of detecting and perceiving the level of social fairness and be able to dynamically adjust
their behavior accordingly. Furthermore, to promote the development of algorithmic fairness, we need to reconstruct the current fairness benchmarks based on the aforementioned
changes.
5. Fairness in social context

As social infrastructure, algorithms are not only responsible for
their own behavioral fairness but also for alleviating unfairness and
maintaining fairness in society. Fig. 2 presents the fairness lifecycle
in the social context and identifies where algorithmic fairness can
contribute. In the following subsections, current gaps in algorithmic
fairness across different stages of the algorithm lifecycle are identified,
and recommendations are provided for ensuring fairness in the social
context.

5.1. Fairness definitions: Problem definition

The current approach to algorithmic fairness only considers the
behavior of algorithms or algorithm-based systems towards people.
However, fairness is a social attribute, and the impact of algorithm or
system behavior on social fairness should be considered. Otherwise,
a fair algorithm may risk undermining social fairness. To illustrate
this, we can take the example of the MRI-PET-based diagnostic model
proposed by Janghel et al. [84].
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Under the current definition of algorithmic fairness, the algorithm’s
fairness is defined by the algorithm’s prediction accuracy, sensitivity,
and specificity in different groups based on gender, age, ethnicity, and
disease. However, this definition has a significant flaw: the developer
and user of the diagnostic model require all patients to undergo costly
MRI and PET examinations, which is unfair to most patients, especially
those who are healthy.

Current research has expanded the definition of algorithmic fair-
ness to address this shortcoming by considering social perspectives.
For example, Huang et al. [85] proposed a model that can tailor
diagnostic strategies to patient-specific conditions. Algorithmic fairness
can be defined as the prediction accuracy, sensitivity, and specificity
of the system, composed of developers, users, executors, and algo-
rithms, in different groups based on gender, age, ethnicity, income,
and disease, ultimately promoting social fairness. While this approach
considers humans in the loop, it also focuses only on the fairness of the
algorithm-based system behavior itself.

A fair algorithm that does not take into account social inequalities
can perpetuate or exacerbate social inequities. For instance, due to
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Table 5
Differences between in the social context and current research in Fairness Definitions, Fairness Datasets,
Fairness Algorithms.

In The Social Context Current Researchs

Fairness Defintions The behavior exhibited jointly bythe
algorithm and its associated social
factors is equitable, and it contributes to
the enhancement of societal fairness.

The behavior of the algorithm
itself is fair.

Fairness Datasets In addition to the data concerningthe
target objects,the dataset also
incorporates information involving
developers,users, deployers,and their
interactions with the system, enabling
the data to recreate real-world scenarios.

Collecting data of the
algorithm’sor system’s target
objects.

Fairness Algorithms With the involvement of developers,
users,deployers, and other individuals,
this falls under the ‘‘human in the loop’’
mode. Moreover, it allows for the
dynamic adjustment and evaluation of
the algorithm’s fairness.

Focusing solely on the fairnessof
the algorithm itself.
the uneven distribution of medical resources, the diagnosis of irre-
versible Alzheimer’s disease presents considerable inequity. In low-
income areas, there is even a lack of specialized outpatient clinics for
Alzheimer’s disease, leading to a significant number of undiagnosed
patients and missed early intervention. A fair Alzheimer’s disease di-
agnosis algorithm alone will not alleviate this inequity; we need to
consider improving the diagnosis accuracy of low-income groups and
reducing the resource requirements of diagnosis strategies in similar
situations of high-income groups.

Therefore, the definition of algorithmic fairness in specific tasks
eeds to focus on promoting social fairness by ensuring the predic-
ion accuracy, sensitivity, and specificity of a system composed of
lgorithms, developers, users, and executors in different groups, and
ltimately slowing down social discrimination in the short and long
erm.

.2. Fairness datasets: Problem instantiation

Developing data-driven solutions requires using datasets to instanti-
te the problem and developing algorithms on the dataset. Researchers
n different fields have collected datasets that can represent fairness
roblems in their respective fields to develop fairness algorithms. Re-
earchers have also proposed various simulators to supplement the
urrent static dataset to restore the dynamic and long-term nature of
he fairness problem.

However, the behavior of an algorithm or algorithm-based system
s not solely determined by the algorithm itself. Still, it should also
nclude the behavior of developers, users, and executors, collectively
alled the ‘‘human-in-the-loop’’. Fairness datasets do not collect data
n these social roles and cannot fully represent fairness problems in the
eal world. Collecting data on these social roles to create appropriate
ase examples for the problem will become a new direction for future
esearch on algorithmic fairness datasets.

Furthermore, algorithms, as infrastructure, should be responsible for
romoting social fairness. Unlike traditional fair datasets with loose
nclusion criteria during data collection, future fair datasets must truly
eflect the degree of social fairness, thereby supporting research and
evelopment to promote social equity algorithms. Maintaining fairness
n real-world characteristics during data collection will become an
rgent problem to be addressed. In order to ensure that datasets remain
onsistent with the real world, it is necessary to consider stratifying
articipants during data collection to select more representative indi-
iduals. Additionally, a dynamic updating mechanism for the dataset
eeds to be established to ensure that its characteristics continuously
lign with the real world. Furthermore, there is a need to develop
airness Metrics Tool to measure the level of fairness in both the
eal world and the dataset. These Fairness Metrics Tool will guide the

pdating process of the dataset.
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5.3. Fairness algorithms: Solution instantiation

While fairness algorithms have made progress in addressing algo-
rithmic bias, they have primarily focused on the technical aspects of
algorithmic fairness. However, it is important to consider the role of
humans in the algorithm-based system, particularly in human-in-the-
loop scenarios. The interaction between human behavior and algorithm
behavior is complex and requires a more comprehensive approach.
This can be achieved by modeling human roles and optimizing fairness
alongside the algorithm, which has become a crucial research direction
in algorithmic fairness.

In addition to being fair, algorithms should also improve social
fairness. Social fairness is not static, and continued protection of vul-
nerable groups can inadvertently create new injustices. To achieve
social fairness, algorithms must detect social fairness and dynami-
cally adjust decision-making behaviors based on the degree of social
fairness. This approach will ultimately improve social fairness while
maintaining it over time. In this social context, social fairness detection
and fairness dynamic game modeling will become crucial extensions
of algorithmic fairness research. In order to promote social fairness,
future research should focus on enhancing the current fairness algo-
rithms by incorporating features such as dynamism, interactivity, and
detectability.

5.4. Fairness benchmark

Fairness benchmarks have garnered considerable attention as a
driver of algorithmic innovation. Currently, existing datasets containing
sensitive information are often used as benchmark datasets for algo-
rithmic fairness. To evaluate the long-term fairness of the algorithm,
researchers have combined simulators and benchmark datasets as the
evaluation benchmark of the algorithm. However, current simulators
lack data on human responses to decisions of algorithms, and the
accuracy of the simulation is difficult to guarantee. In the future,
system–human interaction and long-term human behavior data will
play an essential role in fairness benchmark research.

As shown in the Table 5, for algorithmic fairness benchmarks in
the social context, the algorithmic fairness problem definition, algorith-
mic fairness dataset construction (problem instantiation), and fairness
algorithm baseline (solution instantiation) are different from current
algorithmic fairness benchmarks. Based on the above chapters on fair-
ness definition, fairness instantiation, and fairness algorithm design,
it is necessary to redesign the current fairness benchmark to promote
the innovation of algorithmic fairness research in the social context.
The newly introduced benchmark should be capable of concretely
formulating the problem, instantiating fairness issues, adhere to the
new concepts mentioned in Sections 5.1, 5.2, and 5.3, and offering a

standardized and quantifiable evaluation approach.
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6. Conclusion

In summary, to promote algorithmic fairness in the social context,
t is important to consider the interaction between humans and algo-
ithms and to incorporate subject-based definitions of social fairness
nto algorithm design. Additionally, collecting and simulating inter-
ction data between humans and algorithms or systems, as well as
ddressing real-world characteristics and maintenance of social fair-
ess are crucial. Finally, a dynamic fairness algorithm that combines
ubject-system interaction modeling and fairness detection, as well as
enchmark refactoring in the social context, are important research di-
ections. By addressing these challenges, we can make progress towards
reating algorithms that promote social fairness and contribute to a
ore fair society.
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