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ARTICLE INFO ABSTRACT

Keywords: Convolutional neural networks for single-image super-resolution have been widely used with great success.
Single-image super-resolution However, most of these methods use L1 loss to guide network optimization, resulting in blurry restored images
Gradient

with sharp edges smoothed. This is because L1 loss limits the optimization goal of the network to the statistical
average of all solutions within the solution space of that task. To go beyond the L1 loss, this paper designs
an image super-resolution algorithm based on second-order gradient loss. We impose additional constraints by
considering the high-order gradient level of the image so that the network can focus on the recovery of fine
details such as texture during the learning process. This helps to alleviate the problem of restored image texture
over-smoothing to some extent. During network training, we extract the second-order gradient map of the
generated image and the target image of the network by minimizing the distance between them, this guides the
network to pay attention to the high-frequency detail information in the image and generate a high-resolution
image with clearer edge and texture. Besides, the proposed loss function has good embeddability and can be
easily integrated with existing image super-resolution networks. Experimental results show that the second-
order gradient loss can significantly improve both Learned Perceptual Image Patch Similarity (LPIPS) and
Frechet Inception Distance score (FID) performance over other image super-resolution deep learning models.

Texture
Loss function

1. Introduction However, several CNN-based SISR methods currently popular priori-
tize high Peak Signal-to -Noise Ratio (PSNR) and Structural Similarity

As a well-known image restoration task, single-image super-resolu- (SSIM) scores, which can lead to visually blurry restored images. This
tion (SISR) aims to convert a low-resolution (LR) image into its corre- is because these methods often neglect the structural prior knowledge
sponding high-resolution (HR) version. In recent years, SISR has gained within the image and focus only on minimizing the mean absolute
significant attention from researchers owing to its practical applications error between the recovered HR image and the ground truth image.
in various fields, including video surveillance [1-3], medical imag- Consequently, the optimization objective of the network becomes the

ing [4-6], and so on. Moreover, SISR can also be used in combination
with other high-level computer vision tasks, such as object detection [7,
8] and semantic segmentation [9,10], to improve their performance.
However, SISR is inherently a challenging and ill-posed task, as LR
images lack crucial texture details present in HR images, making it
difficult to generate HR images from LR images alone. Furthermore,
since a single LR image can be generated from multiple HR images that
have undergone different types of degradation, the solution to the SR
problem may not be unique.

Convolutional Neural Networks (CNNs) have recently shown im-
pressive performance in information recovery due to their ability to
handle complex data, and have thus been applied to the field of SISR.

statistical mean of all possible solutions in this one-to-many problem,
resulting in blurry reconstructed images.

Images can be broken down into various frequency components,
such as high-frequency and low-frequency components. The low-fre-
quency component corresponds to its smooth regions, such as the sky,
which are relatively simpler to restore. The high-frequency component
pertains to its detailed regions, such as the textures of buildings,
which are comparatively more challenging to restore. The human visual
system is particularly sensitive to the details in images, especially the
edges and textures, which play a crucial role in the perception of image
quality [11]. Therefore, the accuracy of restoring the high-frequency
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components is essential for achieving visually pleasing results, and
blurry images often occur when edge and texture details are lost due
to excessive smoothing.

Numerous studies have demonstrated that incorporating prior kno-
wledge of images, such as total variation prior [12,13], sparse prior
[14-16], and gradient prior [17,18], can partially alleviate the ill-
posedness of the SISR task. These prior knowledge can be viewed as
supplementary constraints on the optimization objective of the net-
work, which narrow down the solution space of the task. Among all
these prior knowledge, the gradient prior is one of the most effective,
as it can suppress noise and preserve edges during image reconstruc-
tion. In fact, an image can be regarded as a two-dimensional discrete
function, and the gradient of the image is actually the derivative of
this two-dimensional discrete function, which measures the change rate
of the pixel grayscale value of the image. As the grayscale values of
image pixels tend to vary greatly in edge and texture areas, the gradient
map of images can accurately capture the edges and texture details
of images. In the field of mathematics, the first-order derivative of a
function provides information that can be utilized to describe the shape
of the functional image, such as monotonicity. While the second-order
derivative of the function contains more information than the first-
order derivative, which has extremely important guiding significance
for accurately modeling the functional image. Similarly, in the field
of image processing, the second-order gradient map of images may
contain more informative prior knowledge than the first-order gradient
map. To validate this idea, we apply the principles of function deriva-
tion to generate the second-order gradient map of images and visualize
it for a more intuitive comparison with the first-order gradient map. As
shown in Fig. 1, the second-order gradient map shows more detailed
information than the first-order gradient map. If fully utilized during
network optimization, it can further compress the solution space of this
task and reduce the difficulty of image restoration.

Based on the aforementioned discussion, this paper proposes an
image super-resolution algorithm based on the second-order gradient
(SG) loss. This algorithm replaces the loss function of the network with
a combination of the SG loss and the L1 loss. The SG loss takes the
second-order gradient map of the image as the starting point. To be
specific, it first extracts the second-order gradient maps of the restored
image and the HR image and then minimizes the distance between
them to fully exploit the high-frequency information contained in the
second-order gradient map of the image. This encourages the network
to concentrate on the restoration of high-frequency components such
as textures and image boundaries, improving the blurring of restored
images caused by some existing methods that only use L1 loss as a
constraint. The main contributions of this paper can be summarized
as follows:

+ We propose an image super-resolution algorithm based on the
second-order gradient (SG) loss. By combining the SG loss with
the L1 loss, our algorithm effectively guides the network opti-
mization process and mitigates the problem of excessive blurring
in the images restored by some existing image restoration meth-
ods to some extent. The SG loss can be easily integrated into most
existing SR methods without adding extra training parameters.
The experimental results on five widely used benchmark datasets
demonstrate that the proposed SG loss can enhance high-freq-
uency information in images and help the network recover clearer
and more natural textures and edges.

2. Related works

This section provides a review of relevant image super-resolution
methods from two perspectives: single-image super-resolution methods
and gradient-guided super-resolution methods.
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Fig. 1. Visualization of the first-order and second-order gradient maps of images.

2.1. Single image super-resolution methods

To date, numerous SISR methods have been proposed by researchers,
which can be broadly classified into three categories: interpolation-
based methods [19], signal processing-based methods [20-22], and
deep learning-based methods [23-50].

In the initial stages of research on SISR, interpolation-based meth-
ods were commonly used. The main idea of these methods is to infer
the pixel value at a specific position in the HR image by performing a
weighted average of the known pixel values in the LR image surround-
ing that position. Different weighting schemes have been designed for
image interpolation based on the fact that common pixel variations in a
local region of an image can be approximated by a continuous function.
For instance, bilinear interpolation, which leverages local linearity,
and bicubic interpolation [19], which utilizes high-order continuity,
are two examples of interpolation methods that have been proposed.
Despite their simplicity and computational efficiency, these methods
often result in generated images that exhibit unnatural artifacts and
structural distortions. This is primarily due to the fact that the pixel
variations within an image are often highly complex and cannot be ac-
curately described by such simple predefined functions, particularly in
the case of images with intricate textures. Signal processing-based SISR
methods have been designed to address this issue. They apply signal
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processing techniques such as sparse representation [22], local adaptive
filtering [21], and wavelet transform [20] to LR images to obtain
their corresponding HR images. While signal processing-based methods
have shown improvements in image restoration quality compared to
interpolation-based methods, they often come with high computational
complexity and are susceptible to noise.

For the last few years, deep learning-based methods have revealed
extraordinary capabilities in feature learning and extraction, allowing
neural networks to theoretically simulate any function. Through end-
to-end model training, these deep learning networks can learn the
mapping relationship between LR and HR images from massive data
directly. These data-driven deep learning approaches lead to momen-
tous performance gains compared to earlier traditional approaches. As
trailblazers, Dong et al. are the first to establish a connection between
CNN and image SR reconstruction. They devise a super-resolution
convolutional neural network composed of three convolutional layers,
which lay the groundwork for deep learning-based SISR methods.
Nonetheless, the limited receptive field of the three convolutional
layers restricts their capacity to perfectly leverage the surrounding
pixel information, leading to constrained performance enhancement.
For the purpose of enlarging the receptive field, Kim et al. [27] stack
more convolutional layers and integrate residual learning to tackle the
problem of gradient vanishing triggered by network thickening. Given
the distinct sizes of LR and HR images in SISR, the aforementioned
methods typically necessitate preprocessing of LR images utilizing bicu-
bic interpolation to upscale them to match the size of HR images
before feeding them into the network for training. Nevertheless, this
preprocessing is time-consuming and exacerbates the noise and blur in
LR images. To deal with this issue, a deconvolution layer is appended
by Dong et al. [30] at the end of the network to accomplish end-to-
end mapping from LR images to HR images. Shi et al. [32] present
a novel sub-pixel convolutional layer that can achieve magnification
by dynamically adjusting the number of feature channels. Both of
them place the upscaling operation of the LR image at the final stage
of the network and make it learnable. This can not only decrease
the computational burden but also enhance the precision of image
restoration.

Subsequently, SR models based on neural networks have emerged
continuously. For instance, Zhang et al. [34] employ a dense connection
structure to augment feature propagation through feature reuse. Li
et al. [35] devise a multi-scale network to selectively extract image
features of varying scales to facilitate image reconstruction, which leads
to further performance improvement compared to the model using only
a single scale. According to Zhang et al. [36], most existing methods
treat LR input features indiscriminately and disregard the correlation
between low-frequency information. Consequently, they integrate the
attention mechanism into the SR network to enable it to concentrate
on the more critical parts of the image for restoration. Several recent
studies have attempted to combine transformers from the field of nat-
ural language processing with SR networks, obtaining state-of-the-art
performance.

2.2. Gradient guided super-resolution methods

By exploiting gradient prior knowledge in many traditional meth-
ods [12,51-54], the solution space can be narrowed to generate a
sharper image. For example, Fattal [52] designs a method that lever-
ages image gradient edge statistics to learn the prior correlations across
different resolutions. Zhu et al. [51] introduce an innovative method
that gathers a dictionary of gradient patterns and characterizes de-
formable gradient combinations. Yan et al. [53] propose a stochastic
resonance method based on gradient contour sharpness. Motivated by
the effectiveness of gradient prior in traditional methods, some recent
works have also endeavored to integrate image prior knowledge with
neural networks [17,18,55]. Yang et al. [17] employ a pre-trained edge
detector to extract image gradients, which are subsequently utilized to
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guide the deep network in reconstructing SR images. Ma et al. [18]
construct a dual-branch joint optimization network consisting of a main
SR branch and a gradient-assisted branch, where the gradient-assisted
branch takes the gradient map extracted from the LR image as input,
and the optimization target becomes the gradient map of its corre-
sponding HR image. While previous methods leverage gradient prior
knowledge to enhance the visual quality of restored images, they often
incorporate learnable parameters associated with gradient information
into the model significantly increasing its complexity and diminishing
its computational efficiency. Unlike them, the proposed method in this
paper utilizes a second-order gradient prior solely during network op-
timization to provide supplementary supervision information, without
adding any learnable parameters. Hence, the computational cost can be
disregarded.

3. Second-order gradient loss guided single-image super-resolution
3.1. Problem definition

For the task of SISR, the goal is to predict a reasonable HR image
ISR from a LR input image I'R, given its corresponding ground truth
HR image IR, and ensure that the predicted HR image ISR is as
similar as possible to the ground truth HR image I'*/R. Consequently,
during the actual model training, it is imperative to use pre-existing
paired LR and HR image pairs (ILR, IH#R). In reality, the LR image
is typically obtained from the HR image through various types of
degradation, but due to the complex and diverse forms of degradation
and difficult modeling, for convenience of research, most works simply
model the degradation process of the image as a bicubic interpolation
downsampling operation. Therefore, the corresponding LR image can
be generated from the HR image by the following formula:

TER = (1HRy | )

where |, denotes a bicubic interpolation downsampling operation with
a scaling factor of s. Typically, both LR and HR images are 3-channel
RGB images, with sizes of 3xAxw and 3xs-hXs-w, respectively, where
h and w are the height and width of the LR image. If we represent the
SR network as F with parameters 6, then the process of image SR can
be expressed as:

ISR — F(ILR; 9) (2)

Assuming that the loss function L can be applied to guide the network
learning. In this case, we can formulate the optimization process of the
network as follows:

0= argmsinE,s;zL(F(ILR;e)JHR) 3
3.2. Second-order gradient loss

Most existing deep learning-based SR methods primarily rely on
the L1 loss to constrain network training. The L1 loss is computed
by measuring the mean absolute error between the predicted image
ISR generated by the network and the ground truth HR image I''R
at each pixel. This loss function tends to yield high Peak Signal-to-
Noise Ratio (PSNR) values for the restored image. In fact, one of the
limitations of using the L1 loss function in SR is that the visual results
often exhibit blurriness and lack of preservation of sharp edges present
in the original image. Despite the limitation aforementioned, the L1
loss function remains the most popular choice due to its effectiveness
in accelerating convergence and improving the overall performance.

Ly =E;se|| TR - 18Ry, Q)

Considering that the L1 loss treats high-frequency and low-frequency
information equally, without taking into account the fact that the inher-
ent difficulty in recovering high-frequency details, this paper proposes
to utilize the second-order gradient map of the image as additional
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Fig. 2. Overall framework of our proposed pluggable SISR algorithm based on second-order gradient loss. The left half of this figure represents a generic deep learning-based
image SR network architecture which can be easily replaced. I"/R¢, [SR¢ respectively represent the second-order gradient map extracted by using the gradient extraction function

M(:) twice from high-resolution image I'”® and super-resolution image I°R.

Table 1

Quantitative comparisons of cnn-based SISR models with and without second-order gradient loss on five benchmark datasets for x4 SR. Best

results are highlighted.

DataSet Metric EDSR EDSR+SG RDN RDN+SG RCAN RCAN+SG SwinlR SwinIR+SG
Set5 LPIPS | 0.1728 0.1446 0.1716 0.1560 0.1720 0.1401 0.1700 0.1412
FID | 58.86 56.52 57.88 52.65 59.74 54.27 58.80 55.75
Setl4 LPIPS | 0.2776 0.2353 0.2808 0.2564 0.2783 0.2268 0.2705 0.2262
FID | 86.45 80.94 88.75 86.55 91.95 86.51 89.17 82.09
Urban100 LPIPS | 0.2037 0.1837 0.2107 0.1984 0.2047 0.1756 0.1923 0.1698
FID | 25.56 23.10 26.12 23.85 25.71 22.39 24.54 21.63
B100 LPIPS | 0.3589 0.3018 0.3634 0.3274 0.3602 0.2906 0.3549 0.2894
FID | 96.08 88.47 96.36 90.86 98.15 83.83 95.59 84.28
Maneal09 LPIPS | 0.0997 0.0856 0.1018 0.0931 0.0991 0.0810 0.0938 0.0787
8 FID | 12.58 10.77 13.25 11.39 12.48 10.80 11.82 9.97

supervision information in the optimization process to encourage the
network to pay more attention to high-frequency information during
the recovery process and alleviate the problem of smoothing sharp
edges. The reason why not utilizing higher-order gradient maps of the
image is that studies have indicated that as the order of the gradient
increases, the detail information in the gradient map becomes more
intricate and complex, which may lead to instability during training
and introduce additional errors. The loss function proposed in this
paper involves the extraction of the second-order gradient map of the
image. More precisely, to obtain the first-order gradient map of the
image, we calculate the pixel-wise differences between adjacent pixels
in both the horizontal and vertical directions. Subsequently, the second-
order gradient map of the image is derived by calculating the pixel-wise
differences between adjacent pixels of the first-order gradient map.
During the actual training process, an additional constraint is imposed
on the predicted high-resolution image IR. This constraint is to min-
imize the discrepancy between the second-order gradient maps of ISR
and IR The gradient map of the image I can be generated using the
following formula:

dx(i,j)=1G+1,j)—1(—-1,))
dy(i,j))=16,j+ 1) -1 j-1)
VI(x,y) = (dx(i, j),dy(i, j))
M) =||VI|

)

where (i, j) represents the coordinates of any point in the image, and
1(i,j) represents the pixel value of the image at (i, j). The operation
M () refers to the process of extracting image gradients. It can be im-
plemented by designing a convolution layer with fixed-weight kernels.
In this paper, the weights of the convolution kernel are designed by
simulating the Sobel filter. The Sobel filter is capable of detecting edge

information in both the horizontal and vertical directions, making it an
effective way to extract the gradient map from the image. Compared
with other edge detection filters, it is not only simple to implement
and fast in computation but also accurate in edge localization and good
noise suppression in images. By applying the operation M(-) twice, we
can obtain the second-order gradient map of the image. In summary,
the proposed second-order gradient loss in this paper can be formulated
as follows:

Lsg = EpselM(MIHR) — MM ISRy, (6)

Nevertheless, the second-order gradient loss primarily captures high-
frequency information while lacking low-frequency information. To
provide comprehensive guidance for network optimization, it is weigh-
ted and combined with the L1 loss to form the final loss function:

Ligtar = Ly + ALgg 7

where 4 is a hyperparameter that controls the weight of the SG loss
Lgg in the total loss L, -

To facilitate a more intuitive comprehension of the proposed seco-
nd-order gradient loss, we have visualized it for illustrative purposes.
As shown in Fig. 2, the left half of the figure represents a generic
image SR network architecture, which consists of three parts: shallow
feature extraction module, deep feature extraction module, and high-
quality image reconstruction module. Typically, the shallow feature
extraction module is composed of two convolutional layers that are
intended to extract low-level features from the image and capture local
information. The deep feature extraction module is more intricate and
lacks a standardized structure, as it aims to extract high-level features
from the image to capture global information. The high-quality image
reconstruction module usually comprises an upsampling module and a
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convolutional layer. The upsampling module is responsible for increas-
ing the size of the features, while the convolutional layer is responsible
for transforming the features into an HR image. It is important to note
that the specific architecture of the deep feature extraction module
varies across different super-resolution networks, contributing to the
variations in their restoration performance. The right half of the figure
represents our proposed SG loss, it can be easily observed that it is
a plug-and-play loss function, as the left half of the figure can be
substituted with any image SR network. In summary, our proposed SG
loss is generalizable. For ease of understanding, we list the meanings
of the symbols used in this paper in Table 4.

4. Experiments

This section commences with an overview of the datasets, evalua-
tion metrics, and implementation details employed in the experiment.
Subsequently, a comparative analysis is presented, comparing the per-
formance and visualization of several state-of-the-art SISR networks
before and after the integration of the proposed SG loss. Furthermore,
we investigate the influence of the 4 value on the model performance.

4.1. DataSets and metrics

All the models are trained on the 800 images from the DIV2K [57]
dataset. It is a widely recognized high-quality visual dataset in the field
of SISR. For testing purposes, we utilize five standard public datasets:
Set5 [58], Set14 [59], Urban100 [60], B100 [61], and Mangal09 [62],
which contain various scenes and can comprehensively analyze the
effectiveness of the proposed loss. Since paired HR and LR images are
required for training, the corresponding LR images are obtained by
downsampling the HR images with a scaling factor of 4 using bicubic
interpolation before conducting experiments. Considering that evalua-
tion metrics such as Peak Signal-to-Noise Ratio (PSNR) and Structural
Similarity (SSIM) often contradict human perceptual quality, this paper
adopts perceptual metrics Learned Perceptual Image Patch Similarity
(LPIPS) [63] and Frechet Inception Distance score (FID) [64], which
are more consistent with human perception, as evaluation metrics to
quantitatively compare the restoration results of the datasets. Lower
LPIPS and FID values indicate better visual quality.

4.2. Implementation details

For the purpose of conducting a fair comparison, several represen-
tative deep learning-based SR networks were retrained to establish a
consistent benchmark. Specifically, during the training process, data
augmentation techniques are performed on the training dataset. This
includes random cropping, rotation by 90°, 180°, and 270°, as well
as flipping the original images, resulting in approximately 32,000 HR
images of size 480 x 480. In each training iteration, we take in 16 LR
image patches with the size of 48 x 48 as input. The ADAM optimizer
is employed for training, with default values of g, = 0.9, f, = 0.999 and
€ = 1x1078. The learning rate is initialized as 1 x 10~* and undergoes a
halving operation every 2x 10° iterations of back-propagation. Through
empirical analysis, the hyperparameter 4 is determined to be 1. Further
details regarding the selection and impact of different A values will
be discussed in Section 4.5. The entire process is carried out on the
PyTorch 2.0 platform, leveraging a Nvidia GeForce RTX 3090 24 GB
GPU for accelerated computations.

4.3. Quantitative comparison

We select several widely recognized SR network models, including
EDSR [56], RDN [34], RCAN [36], and SwinIR [37], to assess the
effectiveness of our proposed SG loss function. No modifications have
been made to their network architectures. Rather than using the L1
loss function alone, we augment it by adding an SG loss term to
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Table 2
Comparison of model restoration results trained with some training strategy and
hyperparameters..

DataSet Metric 1 2 3 4 5
Set5 LPIPS | 0.1446 0.1443 0.1447 0.1443 0.1441
FID | 56.52 57.07 56.67 56.65 56.96
Setl4 LPIPS | 0.2353 0.2361 0.2351 0.2355 0.2360
FID | 80.94 81.54 80.89 80.05 81.36
Urban100 LPIPS | 0.1837 0.1837 0.1838 0.1836 0.1838
FID | 23.10 22.92 23.08 22.95 22.87
B100 LPIPS | 0.3018 0.3018 0.3020 0.3023 0.3018
FID | 88.47 88.64 88.03 87.63 87.32
Mangal09 LPIPS | 0.0856 0.0856 0.0855 0.0856 0.0857
8 FID | 10.77 10.67 10.65 10.70 10.80

provide extra supervision information. The computational overhead
incurred by this operation is negligible. The x4 SR results on five
benchmark datasets are presented in Table 1. The results marked
with “4+SG” indicate the outcomes obtained by adding the SG loss
for auxiliary optimization to the original SR methods. The data in
Table 1 demonstrates that the incorporation of the SG loss function as
an auxiliary network optimization leads to lower LPIPS and FID values
on all datasets for all models, compared to the original models. This
observation strongly supports the belief that the second-order gradient
map of the image, which contains high-frequency information, plays
a crucial role in aiding the network to restore images with better
perceptual quality. In particular, on the more severely degraded B100
dataset, our method achieves a substantial reduction in LPIPS scores
for the SwinIR and RCAN models, with descents of 0.0655 and 0.0696,
respectively. Additionally, the FID scores of these two models also
exhibit notable improvements compared to the original method.

4.4. Qualitative comparison

In order to provide further evidence of the effectiveness of our
proposed SG loss, this section showcases visual results of the restored
images obtained from the Set14, B100, and Urban100 datasets, with the
majority of images selected from the Urban100 dataset. The Urban100
dataset was chosen for its collection of 100 images depicting buildings
in urban areas. These images are rich in intricate texture details,
making it an ideal dataset to demonstrate the effectiveness of the SG
loss in restoring fine details. As illustrated in Fig. 3, the methods trained
only using the L1 loss are capable of restoring the main contours of
objects. However, they struggle to accurately restore complex image
boundaries, often resulting in distorted and deformed textures. In con-
trast, after integrating the SG loss as supplementary supervision, the
network preserves the fine details within images to a greater extent,
and the reconstructed textures appear more natural and realistic.

4.5. Robustness experiment

To substantiate the robustness of the proposed SG loss function, we
retrain the EDSR model multiple times using the same training strategy
and hyperparameters, and the results of each training are exhibited
in Table 2. We can find that although there are discrepancies in the
recovery results of the models trained each time, these discrepancies
are extremely minimal. This provides substantial evidence that the
enhancement in model recovery performance attributed to the SG loss
function is not incidental.

4.6. Ablation study of A
To investigate the influence of different A values on the performance

of image restoration models, we train four distinct models with 4 values
of 0.01, 0.1, 1, and 10, respectively, employing the same training
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Fig. 3. Visual comparison of restoration results of different models before and after adding second gradient(SG) loss, where the first column of each image represents the GT
high-resolution (HR) image, the second column represents the results recovered by EDSR [56], RDN [34], RCAN [36] and SwinIR [37], the third column represents the recovery
results after integrating the SG loss by above methods.

strategy. Subsequently, we conduct a comprehensive evaluation of the

Table 3 4x SR performance of these four models on the Urban100 dataset.
Comparison of model restoration results trained with different 4 values. The results are presented in Table 3, with the highlighted numbers
Metrics 4=0 4=001 4=01 =1 =10 indicating the lowest LPIPS and FID scores in each row. To guarantee
LPIPS | 0.2037 0.2013 0.1948 0.1837 0.1946 a fair comparison, all four models adopt the EDSR network structure.
FID | 25.56 25.07 24.31 23.10 36.31 Fig. 4 is provided to offer a more intuitive observation of the differences

in visual. The reference model, which does not incorporate the SG
loss (i.e. 4 = 0), exhibits the highest LPIPS and FID scores compared
to the other models. As we increase the value of A from O to 1, the
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Fig. 4. Visual comparison of restoration results of models which trained with different A values.

importance of the SG loss supervision gradually grows, resulting in a
positive impact on the quality of the SR results. The best performance
is attained when A = 1. In this case, the model reaches a better
balance between emphasizing image boundaries and preserving smooth
regions. Nonetheless, if the 4 value is excessively large, the model may
overemphasize the textures and edges within images, and may even
introduce unnatural artifacts in the smooth areas, resulting in a decline
in model performance. Summarizing the above analysis, we recommend
setting 4 to 1 when using the SG loss.

4.7. Ablation study of different loss functions

We compare several loss functions commonly used in this field with
our proposed SG loss function to further demonstrate its effectiveness,
EDSR is still selected as the baseline for a fair comparison. Here,
12 loss [65] is a commonly used loss in the early days, charbonnier
loss [66] is a variant of the 11 loss, which can better handle outliers
and enhance model robustness, and ssim loss [67] can better simulate
the perception of images by the human eyes. As shown in Table 5, when
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Table 4
The meanings of symbols used in this paper..
Symbols Meanings
IER Low-Resolution Image.
THR High-Resolution Image.
ISR Super-Resolution Image generated by our method.
1y Bicubic interpolation downsampling operation with a scaling factor of s.
I'1Re The second-order gradient map of the high-resolution image.
L5Re The second-order gradient map of the super-resolution image generated by our method.
dx(i, j) Horizontal gradient at the point (i, j).
dy(i, j) Vertical gradient at the point (i, j).
VI(x,y) Horizontal and vertical gradient of image 1.
M) The first-order gradient map of image I.
MM()) The second-order gradient map of image I.
L, L1 loss.
Lgg Second-Order Gradient Loss.
Ligar The total loss used in this paper.
The hyperparameter to balance the L1 loss and SG loss.
Table 5 Acknowledgments
Comparison of model restoration results trained with different loss
functions. S This work is supported by National Natural Science Foundation
Loss LPIPS| Fby of China: 62072026, 72171093; Beijing Natural Science Foundation:
L1 loss 0.2037 25.56 JQ20022.
L2 Loss 0.2064 25.04
SSIM loss 0.2057 24.98
Charbonnier Loss 0.2026 25.37 References
L1 loss + SG loss 0.1837 23.10

combined with the 11 loss function, our proposed SG loss can help the
model achieve the best performance in all the quality metrics.

5. Conclusion

In this paper, an innovative high-frequency texture detail enhance-
ment loss, referred to as the second-order gradient loss, is proposed
to alleviate the problem of blurry high-resolution images generated by
most existing SISR methods trained only with L1 loss. More specifically,
the proposed second-order gradient loss function offers supplemen-
tary supervision for network optimization so that the solution space
is compressed. This is accomplished by minimizing the discrepancy
between the second-order gradient maps of the restored image and
the high-resolution image. Furthermore, it can be seamlessly integrated
with existing deep learning-based SISR methods without the need for
introducing extra training parameters. This makes it a practical and
convenient solution for enhancing the performance of SISR models
without significant modifications to their existing architectures. The
evaluation conducted on five public benchmark datasets indicate that
the integration of this loss function significantly enhances the quality
and fidelity of the restored images.
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ARTICLE INFO ABSTRACT

Keywords: There is a very significant knowledge gap between Artificial Intelligence (AI) and a multitude of industries
Artificial intelligence that exist in today’s modern world. This is primarily attributable to the limited availability of resources
Explainable Al

and technical expertise. However, a major obstacle is that Al needs to be flexible enough to work in many
different applications, utilising a wide variety of datasets through cloud computing. As a result, we developed
a benchmark toolkit called CloudAISim to make use of the power of Al and cloud computing in order to satisfy

Cloud computing
Machine learning

Healthcare
CloudAISim the requirements of modern applications. The goal of this study is to come up with a strategy for building a
Simulation bridge so that Al can be utilised in order to assist those who are not very knowledgeable about technological

advancements. In addition, we modelled a healthcare application as a case study in order to verify the scientific
reliability of the CloudAISim toolkit and simulated it in a cloud computing environment using Google Cloud
Functions to increase its real-time efficiency. A non-expert-friendly interface built with an interactive web app
has also been developed. Any user without any technical knowledge can operate the entire model, which has
a 98% accuracy rate. The proposed use case is designed to put Al to work in the healthcare industry, but
CloudAISim would be useful and adaptable for other applications in the future.

1. Introduction emerging products [5]. Complex Al models lose a part of their practical

effectiveness in a wide range of application domains [6]. The main

A set of practices aiming to base decisions on the analysis of data
instead of intuitive insights can be used to define data-driven decision-
making. When compared to conventional ones, businesses that imple-
ment data-driven decision-making processes are more financially bene-
ficial and productive [1]. The outcomes of recent Artificial Intelligence
(AI) research projects serve as the foundation for many decision-making

cause is that Al models are frequently created with a performance-
focused approach, neglecting other significant — and occasionally cru-
cial - aspects like accountability, transparency, and justice [7]. The
Al models are typically “black boxes” since there is no explanation
provided for the elements that are projected to perform well; as a result,

tools [2]. The development of Machine Learning (ML) techniques is
largely responsible for the success of Al-based tools [3]. The availability
of sizable datasets on various real-world features as well as the rise in
computational gains, which are typically attributable to the powerful
Graphics Processing Unit (GPU) cards [4], are particularly encouraging
in this regard.

The need to create sophisticated Al models with previously unheard-
of performance levels has progressively given way to a rising interest
in alternative design elements that would improve the usability of

* Corresponding author.

they simply allow for the prominent display of input and output param-
eters while hiding the visibility of the intrinsic relationships between
those parameters [8]. It is advantageous to have some explanations of
individual predictions that are recognised using an Al system, more
specifically in an automated environment, because these applications
may include crucial decision-making [9].

This research aims to develop a transparent and self-explanatory
system using Al, especially Automated Machine Learning (AutoML)
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systems [10], that uses cloud computing, particularly serverless com-
puting to propose the best machine-learning configuration for a par-
ticular issue and trace the reasoning behind a recommendation. It
could also make it possible to interpretably and credibly examine the
predicted outcomes.

1.1. Motivation

Even if AI/ML tools are open sources and widely available, creating
a data processing pipeline and generating fine-tuned models for spe-
cific domains requires knowledge and skills in data science and Al
which are not always present in public sector industries like hospi-
tals and nursing homes [11]. Therefore, we designed a toolkit called
CloudAISim by utilising AI and cloud computing for the modelling
and simulation of modern applications to bridge the gaps between
non-professionals and Al expertise, starting with the healthcare appli-
cation as a case study that would be useful and adaptable for other
applications in the future.

The healthcare industry produces enormous amounts of data, using
various sensors and health-monitoring devices to collect data [12]. The
availability of data about the health of millions of patients may make it
possible to create Al-based processes and models that give healthcare
professionals useful insights [13]. This research also looks beyond the
healthcare domain to design a benchmark model that can be useful
for other applications from different domains. The framework and
insights presented in this article can serve as a blueprint for extending
AutoML and explainability to various other domains, from finance and
retail to agriculture and manufacturing. The scalability and flexibility
offered by cloud-based solutions make it feasible to democratise these
Al technologies and accelerate innovation across industries [14]. This
research mainly aims to provide the power of Al to non-experts without
writing a single line of code. The proposed CloudAISim toolkit will do
all the technical steps like Explanatory Data Analysis (EDA), feature
engineering, choosing the best algorithm, and explaining the results
predicted by the framework for better understanding by the user. In this
paper, we have considered the applications/dataset of the healthcare
domain, but it can be used for any domain where the dataset is in CSV
format.

1.2. Contributions

The main contributions of this work are:

1. Proposing a toolkit called CloudAISim for efficient explainable
machine learning technique modelling and implementation in
the healthcare domain.

. Finding the most accurate and responsive machine learning
model for chronic as well as infectious diseases like diabetes,
heart disease, breast cancer and COVID-19 in the healthcare
domain.

. Simulating a prototype web application for the validation of
CloudAISim to provide a visual display for data, models and the
explainability of results.

. Implementing the CloudAISim in a cloud computing environ-
ment using Google Cloud Functions to increase real-time effi-
ciency.

5. Highlighting the promising future directions.

The rest of the paper is structured as follows: The relevant related
works regarding ML-based data analytics solutions and the requirement
for transparency to build confidence in AI models are covered in
Section 2. The proposed framework is described in Section 3 along
with how its various elements work together to accomplish the desired
outcomes. The results obtained using a few test cases are discussed
in Section 4. Section 5 demonstrates the proposed application and
Section 6 discusses the important findings of this research. Finally,
Section 7 concludes the paper and offers future directions.
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2. Related works

Various AutoML systems have been developed in recent years
that offer partial or full ML automation, including systems like Auto-
sklearn [15], tree-based pipeline optimisation tool (TPOT) [16], Auto-
WEKA [17], and ATM [18] and commercialised software like Google
AutoML,' RapidMiner,? and DarwinAL® These methods include auto-
matic feature engineering [19,20], automatic model selection [21,22],
automatic hyperparameter tuning [23], and automatic data prepara-
tion [24,25]. Some methods make an effort to automatically select an
ML algorithm while also optimising its hyper-parameters.

Many of the AutoML solutions, some of which are the results of
contests from 2015 to 2018, were developed in the last few years. The
ChaLearn AutoML Challenges* primarily focused on automating the
solution of supervised machine learning tasks under certain computing
restrictions. These computational restrictions varied significantly across
tasks, but they were typically time (about 20 min for training and
assessment) and memory consumption restrictions. Guyon et al. [26]
review a thorough examination of the AutoML difficulties from 2015
to 2018. In essence, neural architecture may be considered a specific
kind of indifferentiable hyperparameter. Hyperparameter optimisation
is one of these activities that most directly relates to the approach we
suggest in this study. Grid search and random search [27] are two of the
simplest techniques to find a suitable configuration of hyperparameters
from a list of options without considering past results. There are various
sets of approaches that are often used in hyperparameter optimisation.
Being one of the most well-known Sequential Model-based Optimisa-
tion (SMBO) [28] techniques that can take advantage of historical data,
Bayesian optimisation [29] uses the Gaussian method for prototyping
the surrogate function that roughly imitates the relationships between
hyperparameters and their desired outputs. All of these techniques
are, however, black-box optimised. The single study on AutoML for
graph representation [30] employs the Gaussian Process to determine
the performance of the hyperparameters, but it scarcely explains how
individual hyperparameter affects the performance of the model or
why a specific value is picked for a hyperparameter to execute the
subsequent assessment trial.

Al systems that can give human-understandable explanations for
their activities and output are referred to as Explainable AI (XAI) [6].
By their very nature, end users may be curious as to how and why
systems reach any conclusion [31]. They are seen as “black boxes”
when the sophistication of Al algorithms and systems increases [32].
Growing complexity may lead to a lack of openness that makes it
difficult to comprehend these systems’ logic, which has a detrimental
impact on users’ faith in them.

2.1. Critical analysis

Table 1 compares the proposed CloudAISim with existing frame-
works based on important parameters. The model accuracy of the
aforementioned studies is pretty high; however, the generalisation of
the studies is limited. Only 3 of the studies have formalised feature
extraction procedures that can be generalised. Two of the research have
implemented explainability, which can be critical for many industries
such as healthcare. None of the mentioned studies have implemented
their framework in a serverless cloud environment. A novel CloudAISim
framework that has high customisation and consists of a web interface
that can be very easily used by non-technical users. This will enable the
non-expert to unleash the power of Al and can be immensely helpful for
any industry such as the healthcare industry. Moreover, the CloudAISim

https://cloud.google.com/automl
https://rapidminer.com
https://darwinai.com/
http://automl.chalearn.org/
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Table 1
Comparison of proposed CloudAISim framework with existing solutions.
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Related works Dataset Feature AutoML Cloud computing XAI
extraction (Serverless)
Ferreira et al. [33] Pneumonia dataset X WebDL X X
Shawi et al. [34] Breast Cancer Wisconsin v NNI X X
Alaa et al. [35] Risk factors Cystic Fibrosis v AutoPrognosis X v
Alnegheimish et al. [36] MIMIC-III v MLBlocks X X
Garouani et al. [13] Big Industrial Data X AMLBID X v
Breast Cancer
Wisconsin, Covid,
CloudAISim (Proposed work) Heart Disease v AutoKeras v v

Cleveland Dataset

Hyper
parameter
Optimization

|  Feature
L Engineering

Exploratory

> Data Analysis

Dataset

—D[Model Building

Model

validation Model Testing ——> Explainability

Fig. 1. The Abstract View of Proposed Framework.

framework enhances the scalability of the environment and can be
incorporated into a large-scale scenario. To the best of our knowledge,
the proposed solution is the first to use generic explanation techniques
of Auto ML systems as decision support systems in a serverless setting.

3. CloudAISim framework

In this section, the description of the proposed approach used to
achieve the objectives of the work has been discussed. Fig. 1 shows the
abstract view or high-level view of the proposed CloudAISim frame-
work. As shown in Fig. 1, the framework accepts the dataset from the
user’s device, like a smart phone or laptop. Then it is passed to the
Automated EDA tool for explanatory data analysis, and then feature
engineering is done on the dataset by the feature tool, the best machine
learning model is generated, and hyperparameter tuning is done. After
that, the explanation of the prediction is shown using lime. The entire
execution is conducted on a serverless platform.

3.1. Architecture

Fig. 2 shows the main architecture of CloudAISim, which includes
AutoML models, and the usage of Explainable AI (XAI) to demonstrate
the working of the ML models, as well as the serverless architecture of
the prototype. The main components of the proposed architecture are
discussed further in Sections 3.2, 3.3, 3.4, 3.5, 3.6, and 3.7.

3.2. Dataset

Firstly, the “Breast Cancer Wisconsin (Diagnostic) Data Set” by
“UCI ML Repository” is implemented on the novel methodology for the
paper [37]. The dataset contains tabular data with 32 features and over
569 data points. A fine needle aspirate (FNA) of a breast lump is used
to generate the features from a digital image in 3-dimensional space
as described by Bannett et al. [38]. They characterise the properties
of all the observable cell nuclei in the image. Every data point is
classified into either Benign (B) or Malignant (M) class. Secondly, the
architecture is applied to the “Heart Disease Cleveland dataset” Dataset
by “UCI ML Repository” [39]. The dataset constitutes over 300 patients’
data with 75 attributes. However, only 14 of the features are taken
into consideration for determining whether a patient has heart disease
or not. Thirdly, the “Diabetes dataset”, originally from the National
Institute of Diabetes and Digestive and Kidney Diseases, is used in this
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work [40]. The goal is to determine if a patient has diabetes based on
diagnostic parameters. The implemented Diabetes dataset is a subset of
an enormous dataset with 10 attributes and 768 instances. All patients
are Pima Indian females who are at least 21 years old. Finally the
“Covid-19” is a dataset, used in the paper [41] which contains data
from 800 people and 26 attributes such as their profession, health pa-
rameters and lifestyle parameter, and the risk factor of getting infection
by covid is mentioned. The higher the risk factor the higher chance of
getting infected by Covid. So we classified the person with a risk factor
of more than 0.5 as high (1) and less than 0.5 as low (0).

3.3. Serverless cloud

Serverless computing is a method for providing backend services
on an ‘“as-needed” basis. The cloud provider controls the servers on
behalf of their customers while expanding and maintaining the system
as necessary [42]. This is the cloud computing execution paradigm.
Since any device, regardless of its specifications, may access an ap-
plication, it becomes a resource independently [43]. This allows for
greater scalability and flexibility as the application can automatically
scale up or down based on demand [44]. Additionally, serverless
computing eliminates the need for developers to worry about server
management and infrastructure maintenance, allowing them to focus
solely on writing and deploying code.

The experimental architecture was developed on Google Cloud Plat-
form (GCP), a serverless solution enabling efficient data storage and
analysis. The proposed experiment was conducted using cloud functions
in the Python 3.9 runtime. Google Cloud Storage is also used for storing
the data and its respective output. GCP also allows seamless inter-
actions with other Google Cloud services, like Cloud Storage events,
which are used as triggers for the respective cloud functions. This
architecture also offers built-in security features and automatic scaling
capabilities, ensuring optimal performance and cost efficiency for the
application.

In the proposed architecture, three subsequent cloud functions were
used as shown in Fig. 2:

1. To perform automated feature selection and feature engineering
using the open-source Feature tools;

. To generate an AutoML model and predict the results using the
Auto-Keras Python library; and

. To explain the predicted results.
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The model explanation is completed using the Lime library. In place
of standard Lime explanations, SP-Lime (Submodular Pick Locally In-
terpretable Model-Agnostic Explanations) is used to explain the model’s
global decision boundary over a sample set of observations.

3.4. Data preprocessing

Case-specific and automated data pre-processing was a consider-
able challenge while implementing the system in a cloud platform.
This section discusses the implementation of Pandas Profiling® and
Feature Tools® for automated and rapid EDA and Feature Engineering
respectively.

3.4.1. Automated EDA using Pandas profiling

Exploratory data analysis (EDA) is a vital stage in constructing
any impressive model. EDA involves finding outliers, spotting missing
values, figuring out how skewed the datasets are, converting categorical
variables, and overall understanding the underlying characteristics and
ways to apply them in models.

Pandas Profiling® is a user-friendly open-source Python tool for
automated exploratory data analysis. It generates a data frame report
in a range of different formats. Although the Pandas’ df.describe the
operation can demonstrate basic information, it does not give a full
data frame report. Pandas profiling was implemented in the system
architecture for automated and rapid analysis of data.

3.4.2. Automated feature engineering using feature tools

Feature engineering is the process of creating and adding new
features, or variables, to the dataset to enhance the effectiveness and
precision of the machine learning model. Case-based knowledge and
accessible data sources serve as the foundation for the most efficient
feature engineering. Without requiring any human input, automated
feature extraction employs deep networks or specialised algorithms to
automatically extract characteristics from images or signals.

Featuretools’ is a free and open-source Python architecture for au-
tomated feature engineering. It generates features automatically from
relational and temporal information. Deep Feature Synthesis (DFS) is
utilised for implementing automated feature engineering. Featuretools
gives users the ability to perform feature selection by (1) removing null
values; (2) removing single-value features; and (3) removing highly
correlated attributes. For machine learning and predictive modelling,
one can construct useful features by combining the raw data with
information about the data.

5 https://pandas-profiling.ydata.ai/docs/master/index.html
6 https://www.featuretools.com
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3.5. AutoML

The time-consuming and iterative activities required in developing
a machine learning model may be automated using Automated Ma-
chine Learning or AutoML. It provides a diverse range of approaches
to help those with little background in machine learning access this
technology. It attempts to minimise the requirement for experienced
individuals to create the ML model. Additionally, it helps to increase
productivity and promote machine learning research [13].

To properly comprehend automated machine learning, we must
first understand the life cycle of a data science or machine learning
project. A data science project’s lifetime typically includes many stages,
including data cleaning, feature engineering, model selection, param-
eter optimisation, and model validation. Even though technology has
improved so much, all of these procedures still involve manual labour,
which takes time and calls for several data scientists with the necessary
skills. For non-ML professionals, it is quite challenging to do these jobs
because of their intricacies. The demand for automating these activities
has increased because of the rapid development of ML apps, which will
make it easier for those without technical expertise to utilise them. Con-
sequently, automated machine learning was developed in order to fully
automate the process, from data cleansing to parameter optimisation.
Not only does it save time, but it also performs fantastically.

In this paper, AutoML is considered the first mandatory cloud func-
tion for the framework. It is launched when the clean data is uploaded
to the designated bucket. This will create five different models from
the training set (which makes up 70% of the total data), train them
for 100 iterations, and select the model with the highest accuracy
for the given dataset. The performance matrices (Confusion Matrix,
Classification Report) will be generated after the chosen model has been
evaluated on test data (30% of the supplied data). The model itself,
all training and testing data, performance matrices, and more will be
exported into separate cloud buckets as in Fig. 1. The TensorFlow-Keras
standard format for exporting ML models, .h5, is used to export the
architecture. There are multiple models to perform AutoML operations.
Some of them are given in Table 2.

3.5.1. AutoKeras

A Keras-based AutoML system is called AutoKerac.” It was created
by Texas A & M University’s DATA Lab. Making machine learning
accessible to everyone is the aim of AutoKeras. It searches using Neu-
ral Architecture Search (NAS) algorithms to eventually eliminate the

7 https://autokeras.com/
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requirement for deep learning engineers. AutoKeras takes advantage of
Keras to conduct a potent neural network search for model parameters.
It offers modular building pieces to carry out architectural searches as
well as high-level end-to-end APIs like ImageClassifier or TextClassifier
to address machine learning challenges in a few lines.

3.5.2. Auto-sklearn

The detailed description of the Auto-sklearn approach by Feurer
et al. [15] demonstrates how it empowers the machine learning user
from algorithm selection and hyperparameter setting. Meta-learning,
Bayesian optimisation (BO), and ensemble construction make up its
three main elements. Auto-sklearn uses traditional ML algorithms pro-
vided by the sklearn library. The optimal hyperparameters may be
found using Bayesian optimisation, which is data-efficient. However,
Auto-Keras performs better than Auto-sklearn when utilising data that
is suitable for deep neural networks. Moreover, the recent version of
Auto-Sklearn has compatibility issues with various Operating systems.
Hence, it was not considered for this research work.

3.5.3. TPOT

The tree-based pipeline optimisation tool (TPOT) [16], an AutoML
framework, is based on an evolutionary method that uses genetic
programming to select a framework for implementation. To provide
the optimal Python code, it can evaluate hundreds of pipelines. It has
built-in classification and regression algorithms. It combines several
pipeline operators to create flexible tree-based pipelines. ML models
from the Sklearn library or different data transformation operators
make up these operators. However, it cannot handle categorical data
and language processing power. TPOT mainly employs ML pipelines
but with complex datasets, deep learning implementation is required
which is provided by AutoKeras.

3.5.4. AutoWEKA

AutoWEKA [17] is an automated machine learning tool, which
has been designed to find the best machine learning algorithm au-
tomatically for any dataset. It uses the WEKA framework which is a
meta-learning approach for finding the best algorithm for a specific
problem by comparing the performance of a lot of machine learning
algorithms on the given dataset. AutoWEKA also tunes the hyperparam-
eters of the best algorithm selected to improve its performance. It is a
user-friendly tool that requires very limited user input and is suitable
for both experts and non-experts. AutoWEKA is an open-source software
tool that can be used freely.

3.5.5. Google AutoML

Google AutoML? is an attempt by Google to empower profession-
als with limited knowledge in Machine Learning to generate models
based on their specific needs. They use techniques like evolutionary
algorithms, and neural architectures to build a deep learning model
using data and prompts by the user. However, it is only restricted to
Google Clouds and it is very difficult to transfer enormous amounts of
data from existing systems to a cloud network.

3.5.6. DarwinAI

DarwinAlI* is an Al solutions provider that provides a range of Al
tools and technologies to develop and deploy Neural Network models.
This allows users to quickly and easily develop highly optimised neural
network architectures without requiring a deep understanding of neural
network architecture design. The platform also includes a range of tools
for data preparation, model training, and model deployment, making it
a comprehensive end-to-end Al tool.
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3.5.7. Lale

Lale [45] is a semi-automated approach using scikit-learn, for tuning
hyperparameters and selecting algorithms. It mainly aims at users with
some knowledge of data science and machine learning, providing a
high-level interface to experiment with different neural structures with
their data. Lale uses popular existing tools like GridSearchCV, XGBoost,
etc. for automation and interoperability. Lale is available as an off-the-
shelf tool in Python. Nevertheless, it is only limited to professionals and
is difficult to extend it to other domains.

3.5.8. Auto Pytorch

Auto Pytorch [46] is an automl framework based Pytorch. It was
developed by AutoML Groups Freiburg and Hannover in the year
2021 with close collaboration with the University of Freiburg. This
automl architecture is specialised to solve tabular data and time series
datasets. This framework combines neural architecture search with ML
hyperparameter tuning. It gives a developer-friendly API to interact
with the model similar to AUtoKeras. However it does not optimise for
Image and Text data as input format, so it is less generalised compared
to AutoKeras.

3.5.9. Online AutoML (OAML)

The Online AutoML framework (OMAL) is an extension of an open-
source General Automated Machine Learning Assistant (GAMA) frame-
work. It has been developed by Pieter Gijsbers [47] in 2019. This
framework generates an ideal machine-learning model depending upon
the dataset and resource limitation provided to the framework. GAMA
uses several search processes to find some implacable machine-learning
models and combine them into one ensemble pipeline. OMAL extends
GAMA?’s ability to handle online learning.

3.6. Result visualisation

Once AutoKeras creates the best neural network based on the given
data, it is very important for the user to know and evaluate its perfor-
mance. Hence, it is very important to visualise the result. We have used
Plotly to satisfy this requirement.

3.6.1. Plotly

Plotly® is a graphing tool used to communicate data with customised
visualisation and interactive graphs. It is available as a free-for-use li-
brary available for many coding languages like Python and R languages.
Plotly provides an extensive range of charts and graphs that can be
easily embedded in web applications. Thus, Plotly was used for most
of the visualisations in the application to make it user-friendly and
interactive.

3.7. Explainable AI (XAD)

In the field of machine learning, “explanations” at different levels
offer insights into various elements of the model, from knowledge of
the learnt representations to the identification of various prediction
techniques, general trends and patterns, as well as the evaluation of the
general model behaviour [41]. The two types of model explainability
are global explainability and local explainability. When a model is
globally explainable, users may infer its meaning from its general
organisation. Local explainability only takes into account a single input
and seeks to understand why the model chooses a certain course of
action.

8 https://plotly.com
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Table 2
Comparison of different AutoML models.
Tool Framework Auto feature extraction User interface Explainability
Auto-Sklearn [15] Scikit-learn Only Missing Values X X
AutoKeras® Keras X X X
TPOT [16] Scikit-learn X X X
AutoWeka [17] Weka X X X
Google AutoML” TensorFlow,SparkML Only Missing Values v v
DarwinAI® TensorFlow v v v
Lale [45] Scikit-learn X X X
Auto-PyTorch [46] PyTorch X X X
Online AutoML (OAML) [48] GAMA X X X
2 https://plotly.com
b https://rapidminer.com
¢ http://automl.chalearn.org/
3.7.1. Local interpretable model-agnostic explanations (LIME) Table 3
The LIME methodology proposed by Ribeiro et al. [49] generates Classification report for 75:25 train-validation ratio of Breast Cancer dataset.
local explanations of classifier f predictions by fitting a simpler, in- Class Accuracy Precision Recall f1-score
terpretable explanation model g locally around the data point x to 0 0.97 0.99 0.98 0.98
be explained. To maintain interpretability in the generated expla- 1 0.99 0.96 0.98 0.97
nations, LIME represents the data in a way that is comprehensible,
locally accurate, and model-neutral. These explanations are simpler Table 4
because they demonstrate a closer relationship between the input and Classification report for 75:25 train-validation ratio for Heart Disease Cleveland dataset.
prediction [50]. Classes Accuracy Precision Recall fl-score
For instance, let the grey-scale value vector of pixels in an image 0 0.95 0.98 0.94 0.96
be x € R?. A comprehensible representation of the initial dataset is 1 0.95 0.92 0.98 0.95

used to fit the XAI model. The presence or absence of pixels in the
picture might therefore be represented by a binary value vector as an
interpretable representation of x’ € {0,1}4". (absence refers to having
the value of a background colour, e.g., white). As a result of resolving
the optimisation issue, the LIME explanation § is generated (1).

g =argminZ(f,g,m,)+ 2(g) M

geCG
Here,

G = the explanation model family,

< = loss function,

7, = the locality around x,

Q = complexity penalty.

Practically, G is the collection of linear regression models, with Q
limiting the expanse of explanatory features that can possess regression
weights other than zero (even if several explanatory models may be
employed). The weighted L2 distance is assumed to represent the loss
function as in Egs. (2).

L(frgm) = Y mz)(f(z) - 8(z)) @
1

where the sum passes over a collection of selected perturbed points

around x, (z;, z,f)i =1,...,m, where,

z; = a disturbed data point in the initial dataset,

z; = the corresponding explainable version;

Here, ,(z;) assigns a weight to each sample according to how sim-
ilar they are to the point x, which is used to explain the classification
result.

The second cloud function receives the model along with the train-
ing and test data when they are generated and uploaded to their
respective cloud storage. The function generates SP-Lime explanations.
For generating the explanations, a random 20 test data samples were
chosen, among them, 5 results were generated. The combined graphs
were then uploaded to a cloud storage bucket as a single HTML file.
Any client-side web or mobile application can use the Google Cloud
SDK to retrieve data, upload predictions, and explain them.

4. Validation of CloudAISim toolkit: Modelling of healthcare ap-
plication

We used a healthcare application as a case study in order to verify
the scientific reliability of this proposed CloudAISim framework. So,
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this section discusses the experimental process, datasets, and data
preparation with all the relevant details on several use cases as in
Table 7. The results on different datasets are compared against each
other visually and through various metrics. In the healthcare domain,
we have considered four different datasets such as Breast Cancer Wis-
consin Diagnosis, Heart Disease Cleveland Dataset, Diabetes Dataset
and COVID-19 Dataset.

4.1. Case I: Breast cancer Wisconsin diagnosis

The greatest cause of cancer-related death among women world-
wide and the malignancy with the highest rate of diagnosis is breast
cancer [51]. According to Mubarak’s epidemiological research, breast
cancer, a particularly deadly kind of cancer, can cause death and
mortality in women if it is not recognised in its early stages [52]. It can
be found using a variety of techniques, including X-ray mammography,
3-D ultrasound, computed tomography, positron emission tomography,
magnetic resonance imaging (MRI), and breast temperature monitor-
ing, although a pathology diagnosis is the most reliable [53]. Sex, age,
oestrogen, family history, gene abnormalities, an unhealthy lifestyle,
and other variables linked to the development of the illness are only a
few of the many risk factors for breast cancer [54].

Our dataset contains tabular data with 32 features and over 569
data points. A fine needle aspirate (FNA) of a breast lump is used
to generate the features from a digital image in 3-dimension. The
model is trained-tested with a 75:25 ratio of this dataset as given in
Table 3. With such specifications, The proposed application produced
an accuracy of 98% which is much better than existing cloud-based
models. Further, the Confusion matrix and the ROC curve are also
shown in Fig. 3.

4.2. Case II: Heart Disease Cleveland Dataset

Several different cardiac disorders are referred to as “heart disease”.
Coronary Artery Disease (CAD), which disrupts the blood flow to the
heart, is the most typical kind of heart disease in the United States.
A heart attack may result from reduced blood flow. Heart illness can
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Table 5 Table 6
Classification report for 75:25 train—validation ratio for Diabetes dataset. Classification report for 75:25 train-validation ratio of Covid-19 dataset.
Classes Accuracy Precision Recall fl-score Classes Accuracy Precision Recall fl-score
0 0.99 0.99 0.95 0.97 0 0.96 0.97 0.98 0.97
1 0.9 0.91 0.99 0.95 1 0.94 0.93 0.92 0.93

sometimes go unnoticed until a person exhibits the early symptoms or
signs of a cardiac arrest, heart failure, or an arrhythmia [55].

The dataset implemented in the proposed model constitutes over
300 patients’ data with 75 attributes. With a ratio of 75:25 from this
dataset, the model is trained and validated. With these conditions, the
proposed application obtained an accuracy of 95% with a precision and
recall of 0.95 and 0.96 respectively (as shown in Table 4). In addition,
Fig. 4 also displays the ROC curve and the Confusion matrix.

4.3. Case III: Diabetes dataset

Diabetes is a chronic condition brought on by either insufficient in-
sulin production by the pancreas or inefficient insulin use by the body.
The hormone called insulin controls blood sugar levels. Uncontrolled
diabetes frequently results in hyperglycemia, or elevated blood sugar,
which over time causes substantial harm to many different bodily
systems, including the neurons and blood vessels. A total of 1.5 million

fatalities were directly related to diabetes in 2019, and 48% of these
deaths occurred in those under the age of 70. Diabetes contributed to
an additional 460,000 renal disease deaths, and high blood glucose is
responsible for 20% of cardiovascular fatalities around the world [56].

To test the proposed application, the Diabetes dataset from the
National Institute of Diabetes and Digestive and Kidney Disease is
taken into consideration. The dataset constituted 10 characteristics
and 768 instances with all patients being Pima Indian females who
are at least 21 years old. The model is trained-tested on the 75:25
ratio of the dataset and achieved an overall accuracy of 96%. The
Classification report is provided in Table 5. Further, the ROC-AUC
curve and confusion matrix are given in Fig. 5.

4.4. Case IV: COVID-19 dataset

In general, human life and health have been profoundly dam-
aged by the SARS-Cov2-led COVID-19 pandemic [57]. The majority
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of COVID-19 patients have mild to moderate symptoms. However, this
devastating outbreak caused suffering and death in people. COVID-19
has the propensity to target and harm lung tissue [58]. This devastating
outbreak caused death in 6,657,706 people around the world. Because
of its fast-spreading ability, the World Health Organisation (WHO)
designated COVID-19 a Public Health Emergency.

For Covid-19 dataset, tabular data is used with about 800 patient
data. It contains 26 attributes such as age, heart conditions, smoking,
pregnancy, etc. With a ratio of 75:25 from this dataset, the model is
trained and validated. With these conditions, the proposed application
has obtained an accuracy of 96% as shown in Table 6. In addition, Fig. 6
also displays the ROC curve and the Confusion matrix.

5. Simulation of proposed healthcare application

The aim of developing this application is to make AI usable for
healthcare professionals and normal users, without any technical knowl-
edge. An interactive web application is developed using StreamLit
Framework to make it possible. The Application is deployed on Stream-
Lit cloud and Google App Engine.

5.1. Implementation details

This section describes the working of the proposed model and its
implementation details. The proposed model uses AutoML to automate
the task of recognising and classifying different diseases and verifying
the diagnosis.
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The entire system is a hybrid architecture of cloud-based platforms
and physical servers. The user end has a simple easy-to-read interface
to access the proposed framework.

The dataset is uploaded by the user into a cloud storage bucket
using the web interface as shown in Fig. 7. After the dataset is entered
into the system by the user, the basic information of the dataset like
datatype, class distribution, data correlation, etc. is available on the
interface. The next Exploratory Data Analysis tab allows the user to
select the data to be visualised and the attributes for analysis which will
then generate a detailed summary with the help of Pandas Profiling,
as shown in Fig. 8. All these computations are carried out on-device.
For feature engineering, the user has the choice to make the entire
process either manual or automated. In case of manual feature selec-
tion, all computations are carried out in the local device and will then
be uploaded into the feature engineering cloud bucket (FE_Data) in
GCP server. This gives the user freedom to select attributes, impute
missing values, perform feature transformation, and remove outliers
using different methods like Z-score, inter-quartile range, and so on.
When opting for automated feature engineering, the tabular dataset is
uploaded into a cloud bucket and the entire process is carried out in
the serverless platform using Featuretools (Feature_Engg function) and
is uploaded into the FE_Data bucket, as shown in Fig. 9.

As soon as any dataset is uploaded into the FE Data bucket, the
Auto_ML function automatically gets triggered in the cloud. This func-
tion has 3 main tasks (1) To generate the best possible model using
AutoKeras (default hyperparameters: 200 epochs and 50 max trials);
(2) To generate a Train-Test dataset for the upcoming explainability
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Table 7
Comparison of proposed model with various train-test ratios for each case study.
Type of datasets Train-Test ratio Precision Recall Accuracy fl-score
90:10 0.98 0.98 0.98 0.98
. . . . 80:20 0.97 0.99 0.98 0.98
Case I: Breast Cancer Wisconsin Diagnosis 70:30 0.97 0.98 0.98 0.98
60:40 0.97 0.96 0.97 0.97
90:10 0.97 0.97 0.97 0.97
. 80:20 0.95 0.96 0.95 0.96
Case II: Heart Disease Cleveland dataset 70:30 0.95 0.96 0.95 0.95
60:40 0.94 0.94 0.94 0.94
90:10 0.97 0.96 0.97 0.96
. 80:20 0.96 0.96 0.97 0.96
Case III: Diabetes dataset 70:30 0.95 0.96 0.96 0.96
60:40 0.91 0.92 0.92 0.92
90:10 0.97 0.97 0.98 0.97
80:20 0.97 0.97 0.98 0.97
Case IV: COVID-19 dataset 70:30 0.95 0.95 0.95 0.95
60:40 0.94 0.95 0.96 0.95
X =
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Fig. 7. Web Interface Showing Dataset Page with Breast Cancer Dataset.

function (default Train-Test split: 70-30); (3) To generate results in
form of confusion matrics, ROC-AUC curve, PR-curve and classification
reports which are plotted using Plotly to make the graphs interactive,
as shown in Fig. 10; (4) To generate Tensorflow Logs of the AutoKeras
model in the .zip format to the cloud bucket. This data can be accessed
by the client-side application using TensorBoard as demonstrated in
Fig. 11. Lastly, the LIME explainer cloud function(Ex_Al) is initiated
which accesses this model file along with the Train-Test dataset file
from the respective cloud bucket and generates 5 sample explanations
which are then displayed on the user screen in an HTML format, as
shown in Fig. 12. The Lime Explainer displays a feature value table
and a plot showing which feature contributed to a particular decision
and how much the contribution concerning other features. This means
more the value in the feature table, the higher the impact of the feature
in the predicted outcome by the model.

6. Discussion

By testing several instances of the function in different conditions,
we have realised that the execution lasted almost 2 min on average.
Although there are instances when the ‘auto_ml’ cloud function exe-
cutes for up to 4 min, it is evident that the large dataset requires more
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Fig. 8. The EDA page with Breast Cancer Dataset.

memory and hardware capacity. On the other hand, we are also able
to understand from Fig. 13 that many of the function instances have
crashed due to several reasons. Two major reasons are the incompatibil-
ity of the dataset and the long execution time. As GCP has a limit on the
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execution time of up to 5 min for cloud functions, the implementation
of a large ML model with a long training time might be problematic.
There are multiple ways to fix this issue, which include using multiple
functions parallelly or consecutively for a long training period.

Not only does execution time matter for cloud functions, but the
memory capacity of the functions also plays a very important role in a
cloud environment. According to Fig. 14, most of the function execution
took 500 MB to 1000 MB of memory bandwidth. The right balance
of memory and processing capability is crucial for smooth function
execution. As these are tabular datasets, this execution requires less
amount of memory bandwidth in comparison to the image and time
series datasets. That means while dealing with image and time-series
data we must increase the function memory capacity. The memory
bandwidth of the ‘auto_ml’ function is set at 4 GB at max so that any
interruption can be prevented.

It has been concluded that the CloudAISim framework only needs its
users to upload the dataset. After uploading the dataset, the CloudAISim
framework performs tasks such as EDA, feature engineering, selection
of the best machine learning/deep learning model, hyperparameter
optimisation, result prediction, and explainability of the result. This
makes the CloudAISim framework suitable for all non-experts and non-
coders to use the power of Al without writing a single line of code.
The CloudAISim framework has achieved a better accuracy of 98% in
comparison with existing work [34], which has achieved 85.75% while
considering the breast cancer Wisconsin dataset only.

7. Conclusions and future work

There has been substantial progress in globalizing the use of ML
to non-experts in data analysis. However, these robust support sys-
tems behave like highly efficient black boxes since they do not offer
comprehensive information on the recommendations and the internal
workings of these models. Traditional ML methods do not always
cater to the diverse nature of the datasets, and it is very difficult and
tedious for a non-professional to design models specifically for specific
datasets. Additionally, these powerful systems are mostly resource-
intensive models, which is a big obstacle for the healthcare industry.
Moreover, conventional machine learning approaches may not consis-
tently address the varied characteristics of datasets, making it chal-
lenging and laborious for individuals without the expertise to create
models tailored to particular datasets. In this paper, we have presented
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a novel transparent serverless and self-explanatory AutoML framework
called CloudAISim to overcome these issues. The proposed framework
possesses the ability to autonomously select models in accordance with
the given dataset and the task. Further, we designed a healthcare
application as a case study in order to verify the scientific reliability of
this proposed CloudAISim toolkit. The proposed healthcare application
is promising for automated machine learning that has the potential to
make Al accessible to non-technical individuals and healthcare pro-
fessionals. An interactive web application that is user-friendly and
effective has been created using the StreamLit Framework and deployed
on both the Google App Engine and the StreamLit cloud. The model’s
maximum accuracy of 98% demonstrates that it is successful in achiev-
ing its objective. By providing a more effective and precise way to
analyse medical data, the application has the potential to help both
patients and healthcare professionals significantly.

7.1. Possible extensions of CloudAISim toolkit

In the future, the CloudAISim can be further extended in the follow-
ing ways:

1. Regression Model: The model is primarily addressing the classi-
fication data problem as it is the most prominent use case in the
healthcare domain. It can be extended into regression problems
as well.

. IoT Applications: The application of this model can be ex-
tended to further domains from agriculture to manufacturing
and finance [44].

. Training: The model can also be trained for incorporating
different types of inputs like images, audio files, text data etc.

. Time-series Data: StrutureDataClassifier and StrutureDataRe-
gressor deal with tabular data and it does not count on the other
forms of data such as time-series data [59]. Although time-series
data are less frequent than image data in the context of health
care, it is useful while measuring real-time patient activity.

. Data Variability: Different forms of data like images and videos
need more processing capability, which can be implemented us-
ing edge architecture and extended using a cloud model training
schedule [60].

. Edge Computing: Real-time disease detection using on-device
model prediction can be implemented in edge-fog and cloud
models.

. Privacy: Federated learning [61] can be implemented for the
privacy protection of the patients by which the learning model
can improve from individual patients’ model feedback.

Software availability
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As neural network inference demands are ever-increasing in intelligent applications, the performance opti-
mization of model serving becomes a challenging problem. Dynamic batching is an important feature of
contemporary deep learning serving systems, which combines multiple requests of model inference and
executes them together to improve the system’s throughput. However, the behavior characteristics of each part
in deep neural network batching systems as well as their performance impact on different model structures
are still unknown. In this paper, we characterize the batching system by leveraging three representative
deep neural networks on GPUs, performing a systematic analysis of the performance effects from the request
batching module, model slicing module, and stage reorchestrating module. Based on experimental results,
several insights and recommendations are offered to facilitate the system design and optimization for deep
learning serving.

Performance characterization

1. Introduction Traditional deep learning serving systems represented by Triton [1]
and TensorFlow-Serving [2] relied on configuring the model-allowed
maximum batch size (MAX-BS), which limits the input that can be
batched, and the batching time window (TW), which indicates the

longest wait time for inputs for combining a batch, as hyper-parameters.

As the demand for deep learning algorithms based on deep neural
networks (DNNs) continues to increase, serving systems [1-3], which
provide DNN training and inference as services to users on computing
platforms, are sparking interest in both academia and industry. Given

the user’s real-time response desire, achieving low-latency inference
becomes a fundamental prerequisite in these serving systems. To ef-
fectively handle model inference requests, dynamic batching plays
a crucial role in existing serving systems for improving the system
throughput by leveraging parallelism and locality between batched
inputs. Unlike training, where all training inputs are available before
training starts, inference presents a different challenge as input arrives
at the serving system over time, and its arrival rate depends on the
popularity of the deployed models. Therefore, inference batching must
carefully balance the trade-off between latency and throughput. For
instance, larger batch sizes may improve throughput but introduce
longer waits for the scheduler to accumulate a sufficiently large input
batch and thus increase latency, whereas smaller batch sizes may
reduce latency but at the cost of lower throughput.

Unfortunately, these statically configured serving systems lack the
flexibility to dynamically adjust server traffic to accommodate varying
loads, leading to sub-optimal performance. For instance, during periods
of low-load inference request traffic, employing a large time window
results in over-provisioning, as queued requests within the window
increase the average response time. Conversely, in server congestion
scenarios, larger batch time windows and batch sizes may prove advan-
tageous. Traditional serving systems lack the capability of interrupting
ongoing batches to serve new arriving requests. Recently, multi-entry
multi-exit batching systems, e.g., DVABatch [3], have arisen, which
adopt sub-graphs as the scheduling granularity and introduce several
meta-operations to improve the system throughput.
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DNN serving systems are intrinsically intricate, influenced by nu-
merous factors encompassing neural network models, load levels, and
model slicing patterns, among others. However, existing studies pre-
dominantly focus on a localized perspective of batching systems, with-
out providing a comprehensive characterization and understanding of
batch behavior. As such, this paper aims to reveal the intricacies of
batching behavior in DNN serving systems, offering valuable insights
into resource management and system design, particularly concerning
typical neural network models and workloads encountered by service
providers. Meanwhile, we underscore the limitations of existing serving
system batching techniques while presenting innovative optimization
avenues for serving system developers.

To characterize the batch behavior within DNN serving systems, we
perform a comprehensive systematic evaluation on a GPU platform. We
conducted experimental evaluations using representative DNN models
from three different domains, including ResNet [4] for image classifica-
tion, BERT [5] for natural language processing (NLP), and LinkNet [6]
for image segmentation. As described in Section 3.2, ResNet has low
utilization of computing resources, BERT can saturate system resources
even with small batches, and LinkNet is memory-bounded. Leveraging
these three representative models, we conduct an in-depth investigation
into the behaviors of the request batching, model slicing, and stage
reorchestrating within batched serving systems. Regarding the request
batching module, we initially examine the impact of batch size on sys-
tem throughput and request average latency (Section 4.1), followed by
a comprehensive exploration of hyperparameters, specifically the MAX-
BS and TW, and their relationship with system throughput (Sections 4.2
and 4.3). For the model slicing module, we discuss the influence
of slicing positions and the number of stages on system through-
put (Sections 5.1 and 5.2), respectively. For the stage reorchestrating
module, we analyze the correlation between reorchestrating strategies
and system throughput across varying workloads and network models
(Section 6.1). Subsequently, we conduct a comprehensive analysis of
meta-operations in multi-entry multi-exit systems, including split and
stretch operations (Sections 6.2 and 6.3). Based on observations, we
present potential application scenarios, along with insights for various
research directions (Section 7). Our contribution can be summarized as
follows:

» We perform a comprehensive analysis of batching behavior within
deep learning serving systems on GPUs by leveraging three rep-
resentative neural network models from different application sce-
narios.

We characterize the effects of batch sizes and hyperparameters
on the behavior of the request batching module, explore different
slicing patterns associated with batching within the model slicing
module and analyze the influence of stage reorchestrating strate-
gies and meta-operations on the behavior of the reorchestrating
module.

Based on experimental studies, we provide several insights and
recommendations to facilitate the system design and optimization
for deep learning serving. We hope that these observations could
pave the road for developing high-efficiency deep neural network
batching systems.

2. DNN batching serving systems
2.1. Meta-operations

In traditional DNN serving systems, such as Triton, the batch size
remains constant until the inference is completed, as depicted in the
upper part of Fig. 1. In such a design, the next batch can only be
launched for execution after the ongoing batch inference is completed,
and the requests in the batch cannot be exited early, resulting in longer
response latency [7]. To support requests being able to exit or join the
serving system, DVABatch abstract the two actions of request exit and
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join into meta-operations, namely split and stretch operations. Fig. 1
shows how meta-operations can reduce average latency. To simplify the
explanation, we assume that each operator completes in 1 time unit (T)
and the MAX-BS is 4. In this case, once 4 requests are received or the
batching time window ends, the received requests will be batched and
issued for execution.

Through the split operation, a large ongoing batch is split into
several smaller batches for individual processing, which makes it easier
for some queries in the batch to exit early. Fig. 2 shows the execution
time of two convolution operations in Resnet under different batch
sizes. Convolution operations dominate DNNs (accounting for 86% of
the computation time) [8]. As shown in the figure, the preferred batch
sizes of Convolution-A and Convolution-B are 4 and 1, respectively.
For Convolution-A, using a batch size smaller than 4 cannot fully
utilize the GPU (the processing time starts to increase only when the
batch size is greater than 4). For Convolution-B, batching will only
increase its execution time without improving processing throughput.
Fig. 1(a) shows how the split operation can reduce average latency,
where operator A has a preferred batch size of 4, operators B, C, and D
have a preferred batch size of 1, and the received requests have been
batched and are ready to be issued for execution. In Triton, (upper
half of Fig. 1(a)), the requests in the batch start processing at the same
time and end at the same time. The lower half of Fig. 1(a) shows the
split operation, i.e., operator A executes the full batch, then splits the
batch into four smaller batches with a batch size of 1 at operator B, and
executes these small batches in sequence. In this way, Requests @, @,
and ® can exit earlier. The average latency can be reduced by 28.1%
(from 4 T to 2.875 T).

Through the stretch operation, new incoming queries are added
to the ongoing batch to form a larger batch, thereby utilizing the
hardware computing power. Fig. 1(b) shows how the stretch operation
can reduce average latency, where the batching time window is 4 T and
the operator preferred batch size is 4. In Triton (i.e., the upper half
of Fig. 1(b)), Request @ starts running individually after waiting for
a time window, leaving the GPU underutilized. During the processing
of Request @, Requests @, @, and @ arrive, but they must wait to
be executed in the next batch. The lower half of Fig. 1(b) shows the
stretch operation, where the first batch (containing only Request @)
waits for the second batch after completing operator A, and then the
two insufficient batches are merged into a new large batch to fully
utilize the hardware. In this way, the average latency can be reduced
by 34.4% (from 8 T to 5.25 T).

2.2. Major components

In this section, we introduce three major components of contem-
porary DNN batching serving systems, including a request batching
module, a model slicing module, and a stage reorchestrating module.
These three components are ubiquitously present in DNN batching
serving systems, such as Triton [1], DVABatch [3], Ebird [9], and
LazyBatching [7], among others.

Request Batching Module (RBM). The serving system initiates by
placing end-users’ requests into a request queue. The RBM subsequently
organizes these requests into batches, based on two hyperparameters:
MAX-BS and TW. These formed batches are placed in a batch queue for
the request processing module to utilize. Fig. 3 illustrates the behavior
of different configurations of RBM under the circumstance where re-
quest R; enters the request queue at time ¢;. RBM with configuration
0 efficiently aggregates two requests within a specified time window
to form a batch. Conversely, RBM with configuration 1 can accumulate
three requests during the same time window, resulting in a batch of size
equal to MAX-BS. However, RBM with configuration 2, although also
capable of collecting three requests within the designated time window,
is constrained by MAX-BS, leading to the creation of a reduced-size
batch of 2.
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Fig. 1. Illustration of how meta-operations address the long latency problem of user requests. Split operation enables requests to exit early when encountering operators with high
parallelism. Stretch operation enables the merging of multiple insufficient batches to reduce waiting time and fully utilize hardware.
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Fig. 4. Diagram of model slicing, where IN/OUT are input/output tensors, and FT are
feature tensors.

Model Slicing Module (MSM). To support interruptible batch ex-
ecution, the serving system needs to slice the models during deploy-
ment, which includes determining the slice positions and the number
of stages formed after slicing [3]. Fig. 4 provides an example of
graph slicing, where slicing occurs after the first Add operation and
only once, resulting in two stages with identical graph structures.
Batching serving systems frequently employ stage performance models
to guide meta-operation decisions, making model slicing critical for
system throughput due to its direct influence on stage determination.

Stage Reorchestrating Module (SRM). The stage reorchestrating
module typically employs a reorchestrating strategy involving split
and stretch operations to control batch and stage execution. The split
operation is employed to split large batches into multiple smaller sub-
batches, enabling the early completion of smaller sub-batches without
waiting for the entire large batch, thus reducing the average request
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Fig. 5. Diagram of split and stretch operations, where the numbers inside the rounded
rectangles represent batch sizes.

latency. As illustrated in Fig. 5, the split operation divides a batch of
size 64 from the Stage, output into two sub-batches of size 32 each,
which are then processed sequentially by two stage instances (Stage,
and Stage,;). On the other hand, the stretch operation is used to merge
multiple small sub-batches into a larger batch, harnessing hardware
parallelism to enhance throughput. As shown in Fig. 5, when a new
batch arrives, the current batch is undergoing inference in Stage,.
Once the current batch completes the inference in Srage,, SRM passes
the new batch to Stage,, for processing. Subsequently, the stretch
operation increases the batch size from 16 to a larger batch of size
32, combining the outputs from these two stage instances for Stage,
inference.

3. Experimental setup

3.1. Hardware and software setting

Table 1 lists the setups of the experiments. In this paper, we
characterize and analyze the dynamic batching with two serving sys-
tems, Triton Inference Server (version 22.05) [1] and DVABatch (main
branch) [3], on a high-performance platform that integrates Intel
Xeon CPUs and an NVIDIA A100 GPU. As the latency of a DNN
model/operator varies with DNN frameworks or compilers [10-12],
we employ TensorRT (version 8.2.3) [13] as the inference engine for
both of these serving systems to provide SOTA operator performance.
Additionally, We use the NVIDIA Triton client [14], which employs an
approach similar to MLPerf [15] for generating workloads with arrival
times that conform to a uniform distribution. The client uses the HTTP
protocol to send requests and sets the QoS target to 200 ms. Regarding
DVABatch, we set request rates corresponding to 1/4, 3/5, and 9/10
of the peak throughput as low, medium, and high loads. For ease of
experimentation, we align the request rate with the number of client
threads, which is 64. Leveraging NVIDIA’s Model Analyzer tool [16],
we ascertain the maximum throughput attainable by the serving system
for specific models. Specifically, the Model Analyzer indicates peak
throughputs for ResNet, BERT, and LinkNet as 4288, 1088, and 3264
in DVABatch, respectively.
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Table 1
Evaluation specifications.

Hardware CPU: Intel Xeon Gold 6248
GPU: NVIDIA A100
OS & Driver Ubuntu: 18.04.2 (kernel 5.4.0-72)
GPU Driver: 515.43.04
Client NVIDIA Triton Client: v22.05
Software Server NVIDIA Triton inference server: v22.05
DVABatch: main branch
Inference engine TensorRT: v8.2.3
Computation Memory Access Computation Memory Access
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Fig. 6. Performance of three benchmarked models.

3.2. Benchmarked deep neural networks

Incumbent Internet giants have been offering services for tasks
such as image classification, natural language processing, and image
segmentation, exemplified by Google Cloud Vision AI [17,18], Mi-
crosoft Azure Text Analytics [19,20], and Amazon Rekognition [21,
22]. This study focuses on these Al domains, employing benchmark
network architectures: ResNet [4], BERT [5], and LinkNet [6] for
experimental evaluation. Specifically, the study utilizes Torchvision’s
resnetl52 [23], HuggingFace’s bert-base-uncased [24], and LinkNet
from Purdue University’s e-Lab project.

Fig. 6 visually illustrates the end-to-end inference latency of these
neural network models for different batch sizes, while also presenting
a detailed breakdown of time allocation for computation and memory
access. We observe that for the ResNet and BERT models, computation
time takes the lead (see Fig. 6(a) and (b)), whereas in the LinkNet
model, memory access time predominates (see Fig. 6(c)). Furthermore,
Fig. 6(d) illustrates the relationship between inference time and batch
size. It is evident from the figure that as the batch size increases, the
time of the ResNet model increases relatively slowly, whereas the time
of the BERT model experiences a sharp rise. In other words, under small
batch sizes, ResNet exhibits lower resource utilization, while BERT
potentially leads to system resource saturation.

In summary, ResNet and BERT primarily emphasize computational
resources, with ResNet demonstrating efficient resource utilization un-
der small batch sizes, while BERT’s resource demands quickly saturate
the system. In contrast, LinkNet places a stronger focus on memory
access, making it more memory-bound compared to the other models.

3.3. Evaluation metrics

The evaluation metrics include:
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+ Latency, defined as the average time taken by the serving system
to process a query, encompassing both the waiting time and the
inference time for the query.

» Throughput, defined as the average number of queries processed
by the system per second.

« Inference time, defined as the time required for a DNN model to
perform inferences on input data. Unlike request latency, infer-
ence time does not encompass the waiting time associated with
the request.

Since batching is a technique employed to enhance the throughput of
the serving system, in this paper, we will use “system performance”
interchangeably with system throughput.

4. Analysis of request batching
4.1. Performance of different batch sizes

Popular DNN serving systems such as Triton support batch execu-
tion of multiple requests. In this experiment, as the serving system
receives batched inputs that are already formed, it does not wait for
them to be collected; thus, we set the time window to 0. Fig. 7 presents
the throughput of batching for three typical networks across various
batch sizes. Additionally, we demonstrate the benefits of batching in re-
ducing request latency, indicated by the blue line in the corresponding
figure.

Finding 1. In general, the system’s throughput can be enhanced by in-
creasing the batch size while meeting QoS requirements. Observing Fig. 7, it
becomes apparent that as the batch size increases, effective throughput
rapidly rises, amortizing the inference cost and significantly reducing
the request latency. This phenomenon occurs because larger batch sizes
increase the computational workload required for inference, allow-
ing better saturation of the GPU’s computational resources, thereby
achieving higher throughput.

Finding 2. Enlarging the batch size does not always lead to an im-
provement for the system throughput. Once a specific threshold for batch
size is exceeded, GPU resources are fully utilized, and further in-
creasing the batch size may lead to request latency exceeding users’
expected response time, without yielding additional enhancements in
throughput.

4.2. Effects of max batch size settings

We evaluate Triton’s performance across various workloads by run-
ning three typical neural networks under different MAX-BS configu-
rations. In this experiment, for ResNet, BERT, and LinkNet, the time
windows are set to 500 ps, 10 ps, and 10 ps, respectively, aligning with
the observations presented in Section 4.3. Our corresponding results
are presented in Tables 2, 3, and 4. In these tables, “Collected-BS”
represents the batch size formed by the batcher, and “Latency” denotes
the average request latency (in milliseconds).

Finding 3. For ResNet and BERT models, enlarging the MAX-BS param-
eter has the potential to improve the system throughput. We observe that
as MAX-BS gradually increases, the batch size formed by the RBM also
increases correspondingly. For both ResNet and BERT models, Triton’s
throughput steadily increases with the increasing values of MAX-BS,
eventually plateauing, regardless of the workload. In situations where
MAX-BS is configured with a smaller value, such as 1, it may lead
to a substantial number of requests being blocked in the queue. This
occurrence stems from Triton’s operational design, where a new batch
will initiate execution only upon the completion of the preceding batch.
To mitigate this, we can increase MAX-BS to maximize the batch size
per execution, thereby reducing the average wait time for requests.
However, as MAX-BS increases to a certain extent, although the batch
scheduler can form larger batches to amortize inference overhead, it
also leads to longer waiting times for requests in the queue.
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Fig. 7. Effect of batching on throughput and latency of batched execution as a function of batch size. For this experiment, we assume that the batched inputs are already formed,

without waiting for them to be collected.

Table 2
Performance of Triton with varying MAX-BS for ResNet model across three workloads.
MAX-BS Low load Medium load High load
Throughput Latency Collected-BS Throughput Latency Collected-BS Throughput Latency Collected-BS
1 211.40 406.73 1 212.76 410.08 1 212.37 411.79 1
2 414.65 214.52 2 415.43 218.64 2 413.89 220.13 2
4 798.72 109.98 4 810.27 114.45 4 801.31 116.01 4
8 1082.94 8.33 6 1475.22 63.29 8 1476.97 63.67 8
16 1083.26 8.32 6 2356.09 38.30 16 2485.64 37.93 16
32 1082.79 8.34 6 2604.12 13.35 22 3458.38 27.19 32
64 1083.20 8.38 6 2606.72 13.63 22 3463.90 27.28 47
Table 3
Performance of Triton with varying MAX-BS for the BERT model across three workloads.
MAX-BS Low load Medium load High load
Throughput Latency Collected-BS Throughput Latency Collected-BS Throughput Latency Collected-BS
1 319.33 2.83 1 664.29 64.48 1 663.88 91.08 1
2 319.37 2.95 1 702.70 4.17 1 797.73 74.48 2
4 319.33 2.83 1 700.26 7.56 2 889.94 65.50 4
8 319.32 2.75 1 700.13 13.19 4 1002.18 37.82 8
16 319.30 2.93 1 696.00 22.00 3 1000.02 50.39 13
32 319.32 2.83 1 695.00 22.00 3 989.57 53.73 18
64 319.32 2.84 1 697.06 22.41 5 1003.20 48.88 23
Table 4
Performance of Triton with varying MAX-BS for the LinkNet model across three workloads.
MAX-BS Low load Medium load High load
Throughput Latency Collected-BS Throughput Latency Collected-BS Throughput Latency Collected-BS
1 830.63 1.37 1 1977.77 1.80 1 2044.28 30.63 1
2 830.34 1.47 1 1976.69 2.52 2 2453.50 25.37 2
4 830.27 1.45 1 1975.77 4.15 3 2541.31 24.58 4
8 830.18 1.55 1 1974.40 8.74 5 2570.41 24.44 8
16 830.31 1.61 1 1967.48 16.67 10 2195.27 28.68 13
32 830.31 1.75 1 1964.68 24.64 16 2006.76 31.41 21
64 829.64 2.26 1 1966.96 23.27 16 1947.94 32.37 20
observed throughput initially increases but then decreases as MAX-BS
mOthers ®Wait = Computation = Memory Access values continue to grow. To further analyze this behavior, we provide a
40 decomposition graph of request latency for different MAX-BS values, as
’g 30 shown in Fig. 8. Fig. 8 shows that as the batch size gradually increases,
= the waiting time decreases, but memory access time increases due
220 . . . .
g to the growing data volume. In Triton, excessive batch sizes cause a
5 10 significant increase in request latency, as the memory access time for
0 == - = = = a request equals that of the entire batch.
1 2 4 8 16 32 64
MAX-BS

Fig. 8. Performance breakdown with different MAX-BS for the LinkNet model.

Finding 4. MAX-BS mainly influences the queue wait time, the data
transmission time, and the computation time. For the LinkNet model,
Triton exhibits similar behavior to ResNet and BERT models under
medium to low workloads. However, under high workloads, Triton’s
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4.3. Effects of batching time window

Fig. 9 depicts the influence of time windows on system through-
put. In this experiment, for ResNet, BERT, and LinkNet, we configure
MAX-BS as 64, 16, and 8, respectively, based on the observations in
Section 4.2. The x-axis represents the request rate (the number of client
requests sent per second), while the y-axis signifies the system through-
put. In addition, the positions of symbols L, M, and H correspond to
low, medium, and high rates, respectively.
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Fig. 9. Effects of time windows on Triton throughput with different request rates. At low and medium loads, the impact of the time window on system throughput is limited,
indicating a linear correlation between system throughput and request rate. At high loads, BERT exhibits lower sensitivity to the time window compared to ResNet and LinkNet.

Finding 5. Under medium to low workloads, the effect of time windows
on the system throughput is limited. As the request rate increases, system
throughput exhibits linear growth. This behavior stems from the fact
that, under medium to low workloads, the RBM collects a relatively
small number of requests. Elevating the request rate can augment the
quantity of requests gathered by the RBM, consequently amplifying
the system throughput. Nonetheless, once the request rate surpasses
a certain threshold, further increases do not contribute to enhanced
throughput. This is because, when the request rate surpasses the sys-
tem’s processing capability, requests will be blocked in the queue,
resulting in heightened latency.

Finding 6. Under high workloads, for models that do not fully utilize
the resources, time windows impact the system throughput through wait-
ing times and batch sizes. When subjected to high workloads, Triton’s
peak throughput for the BERT model exhibits minimal variance across
different time windows. Since the BERT model saturates the system’s
resources with small batches, necessitating requests to wait in the
batch queue until resources become available. The time window serves
as a parameter for regulating the waiting time of requests in the
request queue and the size of batches formed. Selecting an appropriate
time window size can enhance the overall throughput of the system.
A shorter window reduces queue wait times but limits batch size,
underutilizing hardware. Conversely, a longer window extends waits
but yields larger batches, maximizing hardware utilization. Therefore,
compared to models like BERT, the impact of the time window is more
pronounced for models that underutilize resources, such as ResNet and
LinkNet.

5. Analysis of model slicing
5.1. Effects of slice positions

In this section, we slice the model into two subgraphs (i.e., stages)
and investigate the impact of varying the slicing position on system
throughput. We use a slicing ratio to denote the slicing position,
specifically, the percentage of the total network compute time allocated
to Stage,, that is, %. The evaluation results are presented
in Fig. 10, with the x-axis denoting the slicing ratio and the y-axis
representing throughput.

Finding 7. The choice of slice positions has an impact on both the
model’s computation time and memory access time. Fig. 11 illustrates
the breakdown of end-to-end model inference time at various slice
positions. In Fig. 11, there are slight variations in computation time at
different slice positions. This phenomenon is attributed to the fact that
model slice disrupts operator fusion and other optimizations within the
graph. Furthermore, we observe that memory access time at different
slice positions is closely related to the model’s architecture, specifically,
it is influenced by the volume of data exchanged between stages. In
addition, although Fig. 11 shows that the model inference time is the
lowest when the model is not sliced (i.e., the slicing ratio is 100%),
this also implies that meta-operations cannot be applied, so the system
throughput is not necessarily optimal, as shown in Table 5.
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Finding 8. When selecting slice points, the computation time, the model
structure, and the memory access time are important factors that need
to be considered. Fig. 10 demonstrates the impact of slice points on
system throughput. ‘“Naive Batching” refers to a system devoid of meta-
operations and pipelined execution. The x-axis represents the slice
ratio, and the y-axis represents throughput. Fig. 10 clearly indicates
that slice points significantly influence the performance of pipelining
execution systems by affecting pipeline balance. We also note that for
ResNet, optimal throughput is achieved when slicing occurs in the
model’s middle, while for LinkNet, it is more advantageous towards the
model’s end. This variation is attributed to data transfer costs between
stages, as depicted in Fig. 11.

5.2. Effects of stage counts

In this experiment, we employ the PipeDream [25] tool to slice the
model into several stages with approximately equal execution time,
aligning with the experimental methodology of the DVABatch. Fig. 12
illustrates the impact of the number of stages on system through-
put, where the x-axis represents the number of stages, and the y-axis
represents throughput.

Finding 9. The optimal number of stages is typically small and, in
most cases is not equal to 1. As the number of stages increases, sys-
tem throughput experiences a brief increase followed by a gradual
decline. In contrast to schemes without model slicing, multi-stage
designs support batch interruptions to leverage meta-operations for
enhanced system throughput. However, increasing the number of stages
introduces additional system overhead, such as synchronization costs
between stages, resulting in finer scheduling granularity that under-
mines graph optimizations like layout selection and operator fusion,
subsequently reducing system throughput. Additionally, we observe
that pipelined execution is highly sensitive to the number of stages;
as the stage count increases, system throughput deteriorates rapidly.
Increasing the number of pipelined stages can enhance system through-
put, but surpassing a specific threshold may reduce throughput due to
resource contention.

6. Analysis of stage reorchestrating
6.1. Effects of reorchestrating strategies

Reorchestrating strategy is a method that prescribes execution in
batches or stages, aimed at enhancing system throughput. In batch-
ing serving systems, reorchestrating strategy manages batch execution
through meta-operations while also determining whether pipelining
execution of stage instances is permissible. Stretch, split and pipeline
execution are mutually independent, thereby allowing users to config-
ure strategies to determine how these three operations are employed.
Table 5 presents the system throughput of eight strategies for the model
under various workloads. It can be observed from this table that the
impact of strategies on system performance is limited in medium and
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Fig. 10. Effects of slice position on the system’s throughput. The optimal slicing position is related to the model structure. For example, the optimal slicing position for ResNet
models is in the middle, while the optimal slicing position for LinkNet models is at the end. Pipeline parallel execution is highly sensitive to the selection of the slicing position.

BERT models are not suitable for pipeline parallel execution.

Table 5

Effects of reorchestrating strategies on the system’s throughput. At low and medium loads, the system throughput is hardly affected by variations with different reorchestrating
strategy. Under high loads, however, the performance of the reorchestrating strategy differs among different types of models.

Strategy Stretch Split Pipeline ResNet BERT LinkNet
Low Medium High Low Medium High Low Medium High

1 0 0 0 1083.14 2608.62 3455.97 319.32 698.61 999.95 830.10 1974.27 2315.73
I 0 0 1 1081.07 2603.97 3867.68 319.33 692.98 749.00 830.02 1974.22 2774.40
it 0 1 0 1083.07 2607.60 3087.69 319.34 697.34 999.47 829.97 1974.36 2409.07
v 0 1 1 1081.04 2604.87 3740.58 319.35 695.63 997.73 829.98 1974.86 2351.10
A 1 0 0 1081.12 2605.03 3854.02 319.30 696.19 995.43 830.03 1974.49 2368.43
VI 1 0 1 1080.92 2602.08 3866.82 319.33 686.51 752.64 829.91 1973.39 2764.35
A 1 1 0 1080.89 2604.82 3756.22 319.34 695.99 993.90 829.94 1974.31 2322.81
VIII 1 1 1 1080.88 2602.44 3867.37 319.33 681.77 737.95 829.99 1974.06 2746.51
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Fig. 11. Performance breakdown of 2-stage models with different slice positions. The
impact of slicing positions on memory access time is notably significant and correlates
with the model structure.

low-load scenarios. Under high load, the impact of strategies varies
depending on the model type.

Finding 10. Pipelined parallel execution is suitable for models with
unsaturated computational resources or those encountering memory access
bottlenecks. Stretch operations enhance the utilization of system computa-
tional resources, and split operations are effective for models bottlenecked
by memory access. For the ResNet model, strategies involving pipelined
execution or stretch operations effectively improve resource utilization,
thereby enhancing system throughput. However, for strategies that only
involve split operations, performance decreases due to the sequential
execution of the sub-batches, which prolongs request completion times.
For models with saturated system resources, such as BERT, pipelined
execution exacerbates resource contention and leads to performance
degradation. In contrast, strategies incorporating meta-operations pre-
vent performance degradation because the timing of operations is based
on stage-specific performance models. For models with memory access
bottlenecks, such as LinkNet, strategies involving pipelined execution
effectively hide memory latency and enhance the system’s throughput,
while stretch operations only marginally reduce average computational
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time. Furthermore, split operations enable requests to finish in advance,
enhancing system throughput by eliminating the need to wait for the
entire batch to complete.

6.2. Performance analysis on split operations

The split operation allows requests to exit early, reducing average
latency, but the resulting sub-batches may suffer from lower resource
utilization, potentially reducing throughput. Therefore, the timing of
split operations is a critical factor affecting system throughput. In this
section, we explore the impact of the slice position, initial batch size
for split, and the number of final sub-batches on the effectiveness of
split operations. The evaluation results are presented in Figs. 13 and 14,
where the x-axis represents the slice ratio, and the y-axis represents the
speedup achieved by split operations compared to naive batching. We
divide the model into two stages, Stage, and Stage;, and the slice ratio
refers to the percentage of the total network compute time allocated to
Stage.

Finding 11. Split operations yield more pronounced acceleration when
occurring earlier (i.e., with lower slice ratios). Observing Figs. 13 and
14, it is evident that split operations achieve their optimal effects with
lower slice ratios. As the slice ratio increases, split operations gradually
degrade into graph batching. This is because the benefits of split
operations stem from the reduced average latency during the execution
of sub-batches in the Stage, sequence. Therefore, a higher percentage
of time allocated to Stage;, the primary contributor to performance
gains, implies greater potential benefits from split operations.

Finding 12. Split operations are effective for the system under large
batches, and the larger the batch to be divided, the greater the performance
gain of split operations achieved. Examining Fig. 13, it becomes apparent
that, given a fixed slice ratio (e.g., 5%), split operations yield higher
benefits as the batch size to be divided increases. Large batches may
lead to resource contention due to the system’s limited resources. Split
operations mitigate resource competition by subdividing large batches
into smaller sub-batches, thereby reducing average latency. Smaller
sub-batches, on the other hand, are often unable to fully utilize hard-
ware resources, and split operations further decrease hardware resource
utilization, consequently reducing system throughput. Additionally,
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Fig. 12. Effects of stage counts on the system’s throughput. As the number of stages increases, the system throughput initially experiences a transient increase, followed by a

gradual decline.

—0x(BS=2) — 2x(BS=4) 2x(BS=8) 2X(BS=16) = 2X(BS=32) = 2X(BS=64)
14 _ L4 14
_;_‘)].3 ED].:; .Eﬂla
N ———
a2 5@ a7
EE 32 EE
2:5 09 2209 2209
27z 0.8 ©nZ 0.8 Nz 0.8
807 507 507
206 306 Bos6
RO N < REROR R N O BRI R O
Stage,/(Stage, + Stage,) Stage,/(Stage, + Stage,) Stage, /(Stage, + Stage;)
(a) ResNet (b) BERT (c) LinkNet

Fig. 13. Effects of split operations on batching process across varying batch sizes, where the legend “2x(BS = N)” represents dividing a batch of size N into two sub-batches,

each of size N/2.

—2x(BS=64) = 4x(BS=64) 8X(BS=64)

(.-
=N

<
'S

Speedups
(over Naive Batching)
=3 =3
e )
Speedups
(over Naive Batching)
=1
>

o
=3

T e >E S >
Stage,/(Stage, + Stage;)
(a) ResNet

/

Speedups
(over Naive Batching)
o -
%

FOR IR R O
Stage,/(Stage, + Stage;)
(b) BERT

16X(BS=64) == 32X(BS=64) == 64x(BS=64)

o>

|

<
~

=3

9

9 P 95

% RO RSO I
Stage,/(Stage, + Stage;)

(c) LinkNet

Fig. 14. Effects of split operations on batching process across varying sub-batch counts, where the legend “nx(BS = 64)” represents dividing a batch of size 64 into n sub-batches,

each of size 64/n.

—BS, =BS,=1 == BS, =BS, =2 BS, =BS, =4 BS, =BS,=8 = BS, =BS, =16 —— BS, =BS, =32
16 16 _ 16
g 2 £
5 1.2 5 1.2 5 1.2
w2 % 2 o 2
as as as
T \ LY R
8 2 3z 8.z
'3 2.3 5,8
NZ 04 NZ 04 NZ 04
o o 5
123 123 >
> z 3
g o 30 2
BRI RO RO R O RO IR IR O 2
Stage,/(Stage, + Stage;) Stage,/(Stage, + Stage;) Stage,/(Stage, + Stage;)
(a) ResNet (b) BERT (c) LinkNet

Fig. 15. Effects of stretch operations on the batching process across varying batch sizes.

since the BERT model saturates system resources with small batches,
split operations result in acceleration across various batch sizes.
Finding 13. The optimal number of sub-batches could be guided by the
stage’s performance model and does not follow the “more is better” principle.
Split operation is applicable to the scenario where resource utilization
is saturated, that is, batching only increases its inference time without
improving the processing throughput, such as Convolution-B in Fig. 2.
Consequently, the split operation can split the original batch into sev-
eral sequentially executed sub-batches to reduce the average latency, as
shown in Fig. 1 (a). Observing the speedups of the split operation for
the slice ratio of 5% in Fig. 14, we can find that the optimal number of
sub-batches is not 64 (i.e., the green line), that is, the number of sub-
batches is not the more the better. This is because when the sub-batch
size reaches a certain threshold, further reducing the batch size will

lead to insufficient hardware resource utilization due to the small batch
size, which does not meet the premise of using the split operation, and
thus leads to the ineffectiveness of the split operation or even negative
effects. For this reason, we recommend that the timing of using the
split operation should be referenced to the curve of the execution time
of the stage with the batch size (such as Fig. 2), that is, the performance
model.

6.3. Performance analysis on stretch operations

The stretch operation enhances system throughput by consolidating
multiple small batches into a larger batch to fully exploit hardware
resources. Fig. 5 illustrates the stretch operation process: when a new
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Fig. 16. Effects of various batch combinations on the effectiveness of stretch oper-
ations, where B.S, and BS, denote two batches arriving subsequently. The intensity
of color shading indicates the acceleration effect of stretch operations. For clarity, we
also use 1 to represent negative effects. Stretch operations have a significant effect on
ResNet models.

batch (B.S)) arrives, the current batch (B.S)) is in the middle of infer-
ence at Stage,. The stretch operation first completes the inference of
BS|, at Stage,, then proceeds to perform inference on BS, at Stage,
and finally merges them into a larger batch for Stage, inference. While
stretch operations maximize computational resources by forming larger
batches, they introduce waiting time during the batching process. This
section analyzes the impact of the sizes and combinations of BS,, and
BS,, as well as slice positions, on the effectiveness of stretch operations.
For ease of analysis, we consider the scenario where BS, has just
started execution at stage 0 and BS, arrives as our target scenario.
Fig. 15 illustrates the impact of slice positions on the effectiveness of
stretch operations, where the x-axis represents the slice ratio, and the
y-axis represents the speedups over not using stretch operations. Fig. 16
illustrates the influence of various combinations of BS, and BS,; on
stretch operation efficacy. The brightness of the color signifies speedup
levels relative to non-stretch operation scenarios, with instances of
negative effect (speedups less than 1) marked as 1 for clarity.

Finding 14. Stretch operations yield more significant acceleration when
performed earlier. As seen in Fig. 15, stretch operations are more likely
to achieve noticeable acceleration when the slice ratio is low. This is
because a lower slice ratio implies less waiting time, and with a higher
proportion in stage 1 when system resources are not saturated, batch
processing benefits more. As the slice ratio increases, the acceleration
ratio of stretch operations tends to converge to 0.75. This is because
when the slice ratio approaches 100, the proportion of stage 1 be-
comes nearly zero. Due to the necessity to wait for BS; to finish at
stage 0, BS|, cannot exit prematurely, resulting in an average delay of
approximately 1.75 times that of batch processing.

Finding 15. Applying stretch operations can usually enhance the system
throughput under small batches. As shown in Fig. 15, stretch operations
exhibit noticeable acceleration when merging small batches, as the
system cannot efficiently utilize hardware resources with small batches.
However, for models like BERT, the system resources are already
saturated with small batches, making stretch operations unsuitable for
such models.

Finding 16. Stretch operations are more suitable for ResNet-like models
when computational resources are not saturated, and they are influenced
by waiting time and batch processing gains. Fig. 16 shows that in ResNet
models, stretch operations generally have an acceleration effect, par-
ticularly when BS|, is small, as it reduces the waiting time for B.S)
execution and still improves resource utilization after merging. How-
ever, for BERT models, stretch operations have minimal acceleration
as the system resources are already saturated with small batches. For
LinkNet models, stretch operations produce acceleration only with
specific batch combinations. Thus, systems should decide whether to
adopt stretch operations based on stage-specific performance models.

7. Discussion

In this work, an in-depth analysis and appraisal of the DNN batching
serving system were undertaken, offering significant findings. This
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section gives the application scenarios and potential inspirations based
on these findings.

7.1. Serving system configuration

In existing serving systems, the configuration of hyperparameters
is a critical factor that affects the effectiveness of batching. However,
there is a lack of comprehensive analysis and guidance on the configu-
ration of these hyperparameters. This work fills this gap by providing
insights into the impact of hyperparameters on batching effectiveness.
Model deployment personnel can use the Finding 3 to configure MAX-
BS to a larger value when deploying computationally intensive models.
This will help to improve hardware resource utilization by forming
larger batches. Furthermore, Finding 5 suggests that deployment per-
sonnel need not overly focus on the time window under medium to low
loads. Serving system developers can adhere to the recommendations
in Finding 9 for setting the number of stages. With these findings and
suggestions in place, users of the serving system can more easily obtain
appropriate parameter settings without undergoing complex, tedious,
and time-consuming experiments and adjustments, thereby accelerating
the application of the serving system.

7.2. DNN system optimization

We explore the potential directions outlined by the findings in this
paper for promoting optimization and design of DNN serving systems.
We first analyzed the relationship between the hyperparameters in the
request batching module and the batching effect, and revealed the con-
stituents of request latency (Findings 3-6). This provides a foundation
for researchers to design adaptive parameter tuning systems for serving
systems. Considering that workloads in practical scenarios often exhibit
burstiness [26], and the inference serving time is deterministic [27],
we can fit the collected request arrival traces to a Markov arrival pro-
cess [28] at runtime to capture the burstiness. Based on the components
of latency and deterministic inference time, we design a parameter
tuner. The tuner determines optimal hyperparameter configurations
based on the arrival process and QoS, maximizing throughput while
meeting the QoS. Furthermore, we discover that in the model slicing
module, the selection of slicing positions should consider computation
time, model structure, and memory access time. Additionally, the num-
ber of stages correlates with runtime synchronization overhead. The
aforementioned analysis offers possibilities for researchers to automat-
ically determine optimal slicing positions and the number of stages.
This inspires researchers to design an profiler to obtain computation
time and access time under different slicing locations. Then, they
can model the inference process under different stage reorchestrating
strategies and query arrival processes, subsequently automatically de-
termining the optimal slicing positions and stage numbers based on
the performance model. Lastly, we examine the stage reorchestrating
module and find that the conditions for utilizing pipelined execution
and meta-operations should consider model characteristics and stage
performance models. This insight guides researchers designing multi-
tenant serving systems to execute computation- intensive stages and
memory access-intensive stages in a pipelined manner to fully utilize
hardware resources. Concurrently, performance models of stages in-
form the execution of meta-operations and resource allocation for the
stages.

7.3. DNN application development

The findings in this paper also have implications for neural network
application developers. Findings 1 and 2 indicate that the performance
improvements achieved through batching techniques primarily arise
from the efficient utilization of hardware computing resources, particu-
larly when larger batch sizes are employed. Therefore, in the design of
neural network models, efforts should be made to reduce the proportion
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of memory access time. This hints at the importance for application
developers to use lightweight operators whenever possible, such as
employing depth-wise convolution operations in place of naive convo-
lutions, and adopting quantization techniques to reduce memory access
time. Finding 8 indicates that the position of model slices affects data
flow and tensor lifecycle management. Long-lived tensors occupy mem-
ory resources for extended periods, increasing memory consumption
and limiting the number of batching requests. Thus, DNN application
developers should avoid designing long-lived tensors. Finding 9 sug-
gests that model slicing may impact graph optimization techniques like
operator fusion. Therefore, our advice to model designers is to construct
network models using small, reusable blocks as much as possible to
minimize the impact on graph optimization techniques such as operator
fusion.

7.4. Impact on large language models

In various applications, the significance of language generation
tasks has escalated, sparking heightened interest in optimizing serv-
ing systems via batching techniques. Orca represents the inaugural
adaptation of DVABatch tailored for Large Language Models (LLMs).
A pivotal insight of Orca posits that Transformer-based generative
models function iteratively, so the batching should focus on iterations
rather than individual requests. Consequently, Orca aligns DVABatch
stages with LLM iterations and supports batching arbitrary requests by
executing the iterations in a batch that are in prefill and decode states
separately. In this study, we conducted a comprehensive evaluation of
the DVABatch system, yielding several critical insights.

BERT and Transformer models differ in terms of task objectives
and output layers. Transformer is a sequence processing model that
uses SoftMax for probability distribution computation at the output
layer, while BERT focuses on learning language representations from
text data, which is typically used to generate context-related word
embeddings. However, they are both implemented based on multiple
stacked transformer layers (i.e., including attention layers and forward
feedback layers). In this paper, we discover that BERT can saturate
hardware resources even with small batch sizes. Furthermore, serving
systems utilizing pipeline parallelism exhibit lower throughput when
confronted with the BERT model compared to naive serving systems.
Consequently, this insight suggests that designers of LLM serving sys-
tems should refrain from employing pipeline parallelism on a single
GPU platform.

Given that LLMs typically operate iteratively, and the behavioral
characteristics during the prefill and decode phases exhibit significant
differences [29,30], this constitutes the most prominent distinction
between LLM and BERT. Researchers can leverage the findings of this
paper and integrate the unique features of LLM to design serving
systems effectively. In this context, we propose two potential research
directions and offer possible solutions to stimulate further scholarly
discourse. Findings 4 and 6 elucidate that the queue’s waiting time
markedly impacts the serving system, primarily due to the unpre-
dictable request distribution. In LLM, the arrival time distribution and
iteration count remain indeterminate. Hence, researchers may formu-
late a multi-feedback queue scheduler for handling unknown arrival
times [31] and develop a compact model consistent with LLM to
forecast request iteration counts [32], facilitating batch processing of
requests with analogous iteration counts to minimize latency. Find-
ing 10 suggests that the design and use of meta-operations should
align with model characteristics, offering insights for researchers in
designing new meta-operations for LLM serving systems. This prompted
researchers to develop new meta-operations that couple multiple itera-
tions in decoding states with a iteration in prefill states, utilizing weight
data reuse to reduce memory access and thereby improve system
throughput [33].

In future work, we will augment the characterization of batching be-
havior within the LLM serving system and undertake a more profound
exploration based on the aforementioned two research directions.
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7.5. Multi-GPU platforms

In existing DNN serving system designs, the batching module and
the inference engine module are independently designed, encompassing
serving systems such as Triton, DVABatch, and Orca. In contemporary
DNN serving systems, tensor parallelism and pipeline parallelism are
commonly utilized for inference services across multiple GPUs [34],
primarily within the confines of the inference engine module. While
this paper focuses on the batching system, insights into the design
of the inference engine remain beneficial. For instance, in Section 5,
we highlight that the selection of model slicing positions is associated
with the model structure, which can provide guidance for the design
of the pipeline stages of the pipeline parallelism paradigm in the
execution engine layer. Furthermore, this work clarifies existing DNN
serving system designs, laying the groundwork for future collaborative
designs between the batching system and the inference engine. For
example, considering a machine equipped with two GPU cards (GPU,
and GPU,) using the pipeline parallelism paradigm—where GPU,
handles the front portion of the model and GPU, manages the rear
portion. Assuming two batches of varying sizes, A and B (with A having
a larger batch size than B), arrive sequentially. Orca would first execute
A on GPU, (front portion of the model) followed by A on GPU, (rear
portion) while simultaneously processing B on GPU, (front portion).
Due to A’s larger batch size compared to B, a bubble occurs on GPU,. If
the batching system layer can perceive that the execution engine layer
uses the pipeline parallelism paradigm, it can reduce the occurrence of
bubbles by dividing the requests into finer granularities.

8. Related work

Dynamic Batching. In the realm of model training, researchers
focused on adjusting batch sizes to strike a balance between training
efficiency and model generalization [35-37]. In the training phase, all
input data is available, allowing for the efficient collection of multiple
samples without latency. However, in the inference phase, since the ML
serving systems receive input at different times, and batching system
needs to balance latency and throughput, which poses challenges.
Therefore, our paper focuses on analyzing batching techniques in the
inference phase.

Regarding batching techniques during model inference, there are
three primary types, as delineated in prior studies [7,38]: static batch-
ing, dynamic batching, and application-specific batching. Static batch-
ing, as exemplified by systems such as Triton and TensorFlow-Serving,
relied on two critical hyperparameters: the model-allowed maximum
batch size and the time window, which govern request batching be-
havior. In a static batching system, new batches can only be executed
after the current batch inference is done, causing longer request wait
times.

Therefore, researchers have proposed dynamic batching, allowing
batch size modification during the inference process, with some typ-
ical serving systems including LazyBatching [7] and DVAbatch [3].
In dynamic batching techniques, models are sliced into different sub-
graphs to support the addition of new requests and the early exit
of old requests. LazyBatching slices the model at the granularity of
operators and employs a QoS-aware slack time prediction algorithm to
delay request processing, creating larger batches. DVABatch, built upon
LazyBatching, uses subgraphs as the slice granularity and introduces
stretch and split operations to adapt to different application scenarios.

Furthermore, there have been batching techniques tailored for spe-
cific applications. As the number of iterations varies for different
requests in the generation model, Orca [39] introduces iteration-level
batching, i.e., considering whether to incorporate new iterations or
early exit the iteration from the batch. In applications involving diverse
sequence lengths, researchers explored strategies for concatenating
requests into larger inputs [40] or adopting finer-grained grouping
techniques [41] to improve performance.
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Despite numerous DNN serving system batching techniques, their
applicability and operational contexts remain unclear. Additionally,
these methods often target specific modules, such as static batching for
request batching module and dynamic batching for stage reorchestrat-
ing modules. This work delivers a holistic assessment of the influence of
parameter configurations, model slicing strategies, and stage reorches-
trating strategies on batching serving systems across diverse models and
workloads. To the best of our knowledge, this is the first study that
comprehensively evaluates and analyzes DNN batching serving system.

Serving Systems. In serving systems, batch processing was often
considered in conjunction with factors such as resource allocation and
QoS. Various approaches were devised to employ adaptive strategies,
enhancing efficiency and ensuring equitable resource distribution to
fulfill users’ inference demands. DyBatch [42] adjusted batch sizes
based on device workloads and task requisites to uphold fairness.
Nanily [43] dynamically allocated computational resources, aiming to
meet QoS requirements while optimizing resource utilization. Ebird [9,
44] excelled in performance maximization across fluctuating work-
loads. In the design of serving systems, batching techniques typically
need to be collaboratively designed with other optimization techniques.
This study contributes to a better understanding of batching techniques
for developers and lays the foundation for designing superior serving
systems.

9. Conclusion

Optimizing and deploying DNN serving systems lay in understand-
ing the behavior of batching throughout the entire system. In this
paper, we characterized the behavior of the request batching module,
model slicing module, and stage reorchestrating module, in deep neu-
ral network batching systems on GPUs, by using three representative
models. Based on experimental results, several meaningful insights
and findings are provided for future research to further enhance deep
learning serving systems.
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The burgeoning field of Artificial Intelligence Generated Content (AIGC) is witnessing rapid advancements,
particularly in video generation. This paper introduces AIGCBench, a pioneering comprehensive and scalable
benchmark designed to evaluate a variety of video generation tasks, with a primary focus on Image-to-Video
(I2V) generation. AIGCBench tackles the limitations of existing benchmarks, which suffer from a lack of
diverse datasets, by including a varied and open-domain image—text dataset that evaluates different state-
of-the-art algorithms under equivalent conditions. We employ a novel text combiner and GPT-4 to create rich
text prompts, which are then used to generate images via advanced Text-to-Image models. To establish a
unified evaluation framework for video generation tasks, our benchmark includes 11 metrics spanning four
dimensions to assess algorithm performance. These dimensions are control-video alignment, motion effects,
temporal consistency, and video quality. These metrics are both reference video-based and video-free, ensuring
a comprehensive evaluation strategy. The evaluation standard proposed correlates well with human judgment,
providing insights into the strengths and weaknesses of current 12V algorithms. The findings from our extensive
experiments aim to stimulate further research and development in the 12V field. AIGCBench represents a
significant step toward creating standardized benchmarks for the broader AIGC landscape, proposing an
adaptable and equitable framework for future assessments of video generation tasks. We have open-sourced
the dataset and evaluation code on the project website: https://www.benchcouncil.org/AIGCBench.

1. Introduction results [7,8,15-19]. However, using text alone makes it difficult to

depict the specific scenes that users want. Recently, 12V has ignited the

Artificial Intelligence Generated Content (AIGC) encompasses a
wide array of applications that leverage Al technologies to automate
the creation or editing of content across different media types, such as
text, images, audio, and video. With the rapid advancement of diffusion
models [1-5] and multimodal AI technologies [6], the AIGC field is
experiencing considerable and rapid progress. The explosive growth of
AIGC has made its evaluation and benchmarking an urgent task.

A representative application of AIGC is video generation [7-11].
Current video generation includes Text-to-Video (T2V), Image-to-Video
(12V), Video-to-Video (V2V), as well as a few other works that utilize
additional information such as depth [10], pose [12], trajectory [13],
and frequency [14] to generate videos. Among these, T2V and 12V
are the two most mainstream tasks at present. Early video generation
primarily used text prompts to generate videos and achieved good

AIGC community. The 12V task refers to the generation of a dynamic,
moving video sequence based on a static input image and is usually ac-
companied by a text prompt.! Compared to T2V, 12V can better define
the content of video generation, achieving excellent results in many
scenarios such as film, e-commerce advertising, and micro-animation
effects.

While benchmarks for the T2V task have seen notable progress
[20-22], benchmarks for the I2V task have scarcely advanced. Pre-
vious efforts like Latent Flow Diffusion Models (LFDM) [23] and
CATER-GEN [24] were tested under domain-specific video scenarios.
VideoCrafter [25] and I12VGen-XL [26] only utilized visual comparisons
for the 12V task. Seer [27] and Stable Video Diffusion (SVD) [28]
employed video—text datasets and utilized a few metrics that require
reference videos. Existing 12V benchmarks suffer from (1) a lack of

* Corresponding author at: Research Center for Advanced Computer Systems, State Key Lab of Processors, Institute of Computing Technology, Chinese Academy

of Sciences, China.

E-mail addresses: fanfanda@ict.ac.cn (F. Fan), zhanjianfeng@ict.ac.cn (J. Zhan).
1 However, the community often refers to it as Image-to-Video, rather than Text-Image-to-Video.
2 Open-domain images refer to images that cover a wide variety of subjects or topics without specific restrictions on the content or category.
3 Here, equivalent conditions refer to using the same evaluation dataset and assessment dimensions for all video generation tasks.
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Fig. 1. Illustration of our AIGCBench. Our AIGCBench is divided into three modules: the evaluation dataset, the evaluation metrics, and the video generation models to be assessed.
Our benchmark encompasses two types of datasets: video-text and image—text datasets. To construct a more comprehensive evaluation dataset, we expand the image—text dataset by
our generation pipeline. Additionally, for a thorough evaluation of video generation models, we introduce a set of evaluation metrics comprising 11 metrics across four dimensions.
These metrics include both reference video-based and reference video-free metrics, making full use of the benchmark we propose. We also adopted human validation to confirm

the rationality of the evaluation standards we proposed.

diverse, open-domain images® with various subjects and styles to test
the efficacy of different state-of-the-art algorithms; (2) an absence of a
unified consensus on which evaluation metrics should be used to assess
the final generated results. From the perspective of [29], these two
shortcomings hinder the capability of capturing stakeholders’ concerns
and interests, while also failing to construct equivalent evaluation
conditions.®

To address this gap, we present AIGCBench, a unified benchmark
for video generation tasks. AIGCBench aims to encapsulate all main-
stream video generation tasks, such as T2V, 12V, V2V, and the syn-
thesis of video from additional modalities like depth, pose, trajectory,
and frequency. We present an overview of AIGCBench in Fig. 1. Our
AIGCBench is divided into three modules: the evaluation dataset, the
evaluation metrics, and the video generation models to be assessed.
Considering the high relevance and interconnectivity* of video gen-
eration tasks, our AIGCBench can enable the comparison of different
algorithms under equivalent evaluation conditions. This allows for an
analysis of the strengths and weaknesses of different state-of-the-art
video generation algorithms, thereby aiding progress in the field of
video generation. In the first version of our AIGCBench, we address
the current lack of a reasonable benchmark for 12V tasks by providing
a thorough evaluation for them. In subsequent versions, we plan to
include more video generation tasks and place them under equivalent
evaluation conditions for a fair comparison.

Recognizing the limitations of existing benchmarks, AIGCBench is
engineered to meet the diverse demands of users looking to animate a
broad array of static images. Where previous benchmarks have fallen
short, not fully accommodating the expansive range of images users
might choose to animate — such as a blue dragon skateboarding in
Times Square — AIGCBench rises to the challenge. We address this by
deploying a text combiner to generate a rich assortment of text prompts
that span a multitude of subjects, behaviors, backgrounds, and artistic
styles. Further refining the creative process, we employ the advanced
capabilities of GPT-4 [30] to enhance the text prompts, rendering them
more vivid and intricate. These detailed prompts then guide the genera-
tion of images through state-of-the-art Text-to-Image diffusion models.

4 The interconnectivity arises because some algorithms have the capability
to perform multiple types of video generation tasks.
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By judiciously blending video-text and image—text datasets, along with
our generated image-text pairs, AIGCBench ensures a robust and com-
prehensive evaluation of an array of 12V algorithms, thus addressing
the first major shortcoming identified in existing benchmarks.

To establish a comprehensive and standardized set of evaluation
metrics for video generation tasks that cater to mainstream tasks such
as T2V and 12V, our AIGCBench evaluates four critical dimensions:
control-video alignment, motion effects, temporal consistency, and
video quality, thereby capturing every aspect of video generation. This
integrated framework combines metrics that are both reference video-
based and video-free metrics, enhancing the benchmark’s rigor without
exclusively relying on video-text datasets or image-text datasets alone.
We strengthen this approach by incorporating image-text datasets into
our evaluations, which allows us to assess content beyond the scope
of existing video-text datasets and add reference video-free metrics
for assessment. Considering the complexity and diversity of tasks, we
believe that the evaluation metrics should cover at least these four
aspects. For each aspect, we aim to use both reference video-based and
video-free metrics. After satisfying these categorizations, the benefits
of increasing the number of metrics become marginal, while it is
insufficient without covering these aspects. The experimental results
demonstrate that our evaluation standard correlates well with human
ratings, confirming its effectiveness. Following a thorough evaluation,
we present the strengths and weaknesses of each model, alongside sev-
eral insightful findings, in hopes of spurring discussions that advance
the 12V field.

Our contributions are as follows:

1. We introduce AIGCBench, a benchmark for comprehensive eval-
uation of diverse video generation tasks, with an initial focus on
Image-to-Video (I2V) generation and a commitment to placing
these models under equivalent evaluation conditions for fair
comparison.

. We extend our image-text dataset using a text combiner and
GPT-4, complemented by state-of-the-art Text-to-Image models
to generate high-quality images, enabling a deeper evaluation
of 12V algorithm performance;

. We evaluate 12V algorithms comprehensively using both refer-
ence video-based and video-free metrics across four aspects and
verify the validity of our proposed evaluation standard with
human judgment;
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Compare the features of our AIGCBench with other 12V benchmarks. X and v indicate whether the benchmark includes the features listed in the respective columns.
Video-based metrics, which use reference videos, contrast with video-free metrics that do not. Considering the difficulty of the evaluation, we are not counting the

sample numbers for domain-specific benchmarks [23,24,27].

Benchmark Open-Domain Video-Text Pairs Image-Text Pairs Generated Dataset #Samples Metric Types # Metrics
LFDM Eval [23] X v X X - Video-based 3
CATER-GEN [24] X 4 4 v - Video-based & Video-free 7
Seer Eval [27] X v X X - Video-based 2
VideoCrafter Eval [25] v v 4 X - -

12VGen-XL Eval [26] 4 4 v X - - -
SVD Eval [28] v v v X 900 Video-based 5
AnimateBench [31] v X X v 105 Video-free 2
AIGCBench (Ours) v v v v 3928 Video-based & Video-free 11

. We offer several insightful findings to aid the better development
of the 12V community.

2. Background and related work

Current video generation primarily encompasses two major tasks:
Text-to-Video (T2V) and Image-to-Video (I2V). Given the high rele-
vance of T2V tasks to 12V tasks, we discuss video generation models,
with a particular focus on I2V models, in Section 2.1. We will introduce
related benchmarks for T2V in Section 2.2 and describe the existing
benchmarks for I2V in Section 2.3.

2.1. Video generation models

Thanks to the development of diffusion models [1-5] and mul-
timodal techniques [6], video generation algorithms are becoming
increasingly sophisticated. Early video generation was primarily based
on text-to-video approaches [7,8,10,15,17-19,32-36]. Most of the work
is based on diffusion models [2-5,16], with some being transformer-
based [15,33]. They all rely on extensive video-text or image-text
datasets to train scalable models. However, considering that using only
text can make it challenging to intuitively depict the video scenes users
want to generate, image-to-video has started to gain popularity in the
video generation community.

Seer [27] introduced an approach for 12V tasks that combines the
conditional image latent with a noisy latent, utilizing causal atten-
tion within the temporal component of a 3D U-Net [37]. VideoCom-
poser [38] concatenated image embedding with image style embedding
to preserve the initial image information. Recently, VideoCrafter [25]
encoded the image prompt through a lightweight image encoder and
fed it into the cross-attention layer. Similarly, I2VGen-XL [26] not only
merges the image latent with the noisy latent at the input layer but
also employs a global encoder that extracts the image CLIP feature into
the video latent diffusion model (VLDM). Stable video diffusion [28]
is an extension of a pretrained image-based diffusion model [39]. It
is trained through three stages: text-to-image pretraining, video pre-
training, and high-quality video fine-tuning. Emu Video [40] identified
critical design decisions, such as adjusted noise schedules for diffusion
and multi-stage training, which enabled the generation of high-quality
videos without requiring a deep cascade of models as in prior work.
Beyond academic research, the video generation results from industry
players like Pika [9] and Gen2 [10] are also quite impressive. All of
these 12V algorithms are based on video diffusion models, and the
majority leverage the parameter priors from image diffusion models to
aid in the convergence of video models.

To evaluate state-of-the-art 12V models, we have reviewed three
open-source works in this paper: VideoCrafter [25], 12VGen-XL [26],
and Stable Video Diffusion [28], as well as two closed-source industry
efforts, Pika [9] and Gen2 [10]. These currently represent the five

36

most influential works in the video generation community, and we will
briefly introduce their experimental parameters in Section 5.1.

2.2. Benchmarks for text-to-video generation

The FETV benchmark [20] conducts a comprehensive manual eval-
uation of representative T2V models and reveals their strengths and
weaknesses in handling a diverse range of text prompts from multiple
perspectives. EvalCrafter [21] starts by creating a new set of prompts
for T2V generation with the assistance of a large language model,
ensuring that the prompts are representative of actual user queries.
EvalCrafter’s benchmarks [21] are meticulously designed to evaluate
generated videos from several critical dimensions: visual quality, con-
tent accuracy, motion dynamics, and the alignment between generated
video content and the original text captions. VBench [22] has created
16 distinct evaluation dimensions, each with specialized prompts for
precise assessment.

The task of T2V differs from 12V, as videos generated from the same
text can vary widely, making it less suitable for evaluation metrics
that require a reference video. For T2V tasks, the results generated
by different models for the same text prompt can be quite dissimilar.
However, for 12V tasks, since the image imposes certain constraints,
the variation in results produced by different models is generally not as
pronounced. This allows us to conduct a comprehensive evaluation of
different Image-to-Video (I2V) algorithms on video-text datasets using
evaluation metrics that are based on reference videos. Our AIGCBench
draws on these T2V benchmarks but differs from them in several
respects: (1). We need to collect or construct images for the I2V model’s
input, which requires considering the comprehensiveness of both the
text prompt set and the image set. (2). Although our evaluations are
similar to those of the T2V task in terms of the dimensions assessed,
we need to employ new evaluation standards due to the differences
between T2V and I2V tasks.

2.3. Benchmarks for image-to-video generation

Domain-specific 12V benchmark. LFDM Eval [23] is evaluated on facial
expression and human action datasets, employing just a few evaluation
metrics to gauge the quality of video generation. The CATER-GEN [24]
benchmark uses predefined 3D objects and specific initial images for
testing the quality of videos that depict the motion of 3D objects.
Nonetheless, neither LFDM Eval [23] nor the CATER-GEN [24] bench-
mark is appropriate for evaluating video generation in open-domain
scenarios.

Open-domain 12V benchmark. The open-domain 12V benchmark is cur-
rently based on two main types of evaluation data: video-text and
image-text datasets. Seer [27] and SVD [28] have utilized video-
text datasets and employed a limited number of metrics that require
reference videos for evaluation. VideoCrafter [25] and 12VGen-XL [26]
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have used image-text datasets and relied solely on visual compar-
isons. Very recently, AnimateBench [31] was released for the purpose
of evaluating I2V tasks. They also generated images using Text-to-
Image models. However, they were limited by a small number of text
prompts and a limited collection of images. At the same time, there
is a lack of comprehensive evaluation metrics. Both are constrained
by limited evaluation datasets and an incomplete set of assessment
metrics. This leads to the evaluation datasets not being representative
of all stakeholders’ concerns and interests, and there is also a lack of
a unified and comprehensive consensus on evaluation. In this paper,
we expand the image-text dataset using state-of-the-art Text-to-Image
models. To ensure the complexity of the generated text prompts, we
generate prompts through the combinatorial traversal of four metatypes
and enhance them with the capabilities of large language models. We
compare our AIGCBench with other 12V benchmarks in Table 1.

Generating image—text dataset. While most benchmarks gather datasets
from the real world, CATER-GEN [24] constructs datasets using a
limited set of text prompts for specific object movement scenarios. Very
recently, AnimateBench [31] utilized a limited number of manually
designed text prompts and also employed Text-to-Image models to gen-
erate images. However, this approach is constrained by the simplicity
of the text combinations and the limited diversity of the images. Our
generation pipeline uses a text combiner to randomly generate text
prompts and incorporates GPT-4 [30] to enrich the content. Simultane-
ously, we filter the generated results to select high-quality image-text
pairs.

3. AIGCBench: Establishing the image-to-video generation bench-
mark

The framework of our AIGCBench is shown in Fig. 1. Our AIGCBench
framework comprises three components: the evaluation dataset, the
video generation models to be assessed, and the evaluation metrics. To
construct a comprehensive benchmark, we evaluate 12V models using
two types of datasets: video-text and image-text. For the image-text
dataset, we utilize evaluation metrics that do not require reference
videos. In this section, we will introduce how we collected the evalu-
ation datasets, in Section 4 we present the evaluation criteria we have
established, and in Section 5.1 we provide a brief introduction to the
video generation models to be evaluated.

3.1. Collect dataset from real-world

Video-text pairs. The WebVid-10M [41] dataset is a substantial collec-
tion specifically designed to aid in the development and training of Al
models for video understanding tasks. It consists of approximately 10
million video-text pairs, making it one of the larger datasets available
for this type of research. Considering that video generation is time-
consuming, we have sampled 1000 videos from the validation set of the
WebVid10M [41] dataset based on subtype for evaluation purposes.

Image—text pairs. The LAION-5B [42] dataset is a large-scale, open
dataset consisting of around 5,85 billion image-text pairs. It was cre-
ated to facilitate research in computer vision and machine learning,
specifically in areas such as multi-modal language-vision models, Text-
to-Image generation, and more (e.g. CLIP [6], DALL-E [43]). LAION-
Aesthetics is a subset from LAION-5B [42] with high visual quality.
We randomly sampled 925 image-text pairs from the LAION-Aesthetics
dataset to serve as a reference for video-free evaluation metrics.

3.2. Generated image—text pairs

Using only real-world datasets is insufficient. Users often input
images and text generated by designers or T2I (Text-to-Image) models
to create videos. This includes certain image-text pairs that cannot
be sampled in the real world. To bridge this gap, we propose a T2I
generation pipeline. As shown in Fig. 2, we provide an overview of our
generation pipeline above and present some generated cases below.
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3.2.1. Text combiner

To generate as diverse text prompts as possible, we construct text
templates based on four types: subject, behavior, background, and
image style. We then generate a list of 3000 text prompts randomly
by following the template: subject + behavior + background, in the
image style style. We have listed some examples:

1. Subject: a dragon, a knight, an alien, a robot, a panda, a nymph;

2. Behavior: riding a bike, fight a monster, searching for a treasure,
dancing, solving a puzzle;

. Background: in a forest, in a futuristic city, in a space station, in an
old western town at high noon;

. Image style: oil painting, water color, cartoon, realistic, Van Gogh,
Picasso.

We have compiled our text corpus from high-frequency words often
entered by users in the T2I community of Civit Al [44], along with
some potentially valuable text prompts. Considering the flexibility of
our generation pipeline, our benchmark is scalable. Subsequently, we
can update and iterate on the versions of our text corpus.

3.2.2. Optimizing text prompts

Although utilizing text templates with various text corpora can
generate reasonable images, it might lead to poor diversity in the
generated images, which is not conducive to evaluating I2V tasks. We
leverage the capabilities of the GPT-4 model [30], using the prompt
“make the content more vivid and rich” to optimize the texts generated
from templates.

3.2.3. Generate images and filter

To generate high-quality images based on the generated texts, we
have employed the best Text-to-Image (T2I) model available to date
— the Stable Diffusion model [39]. The Stable Diffusion model [39] is
particularly notable for its ability to create high-quality and coherent
images that closely match the style and content described by the input
text prompts. We utilized the latest xl-base T2I model released by their
community. Considering that the 12V model is primarily trained with
an aspect ratio of 16:9, we used a height of 720 and a width of 1280
to generate images.

In order to select high-quality image-text pairs, we filtered out
the top 2003 high-quality image-text pairs based on the automatic
metrics from the T2I-CompBench [45]. Some examples generated by
our pipeline can be seen in the lower half of Fig. 2.

4. Evaluation metrics

Our evaluation dataset includes both video-text and image-text
datasets. To conduct a comprehensive evaluation, we employ two types
of assessment metrics: one that requires reference videos and another
that does not. In addition, we considered previous Text-to-Video bench-
marks [20-22] and have integrated to propose an evaluation standard
suitable for the Image-to-Video (I2V) task, covering both types of
dataset. We assess the performance of different 12V models from four
aspects: control-video alignment.® motion effects, temporal consistency,
and overall video quality®. Considering that videos generated by dif-
ferent algorithms have varying numbers of frames, for a standardized
evaluation, we adopt the approach of extracting the first 16 frames,
unless otherwise specified.

5 “control” refers to the input signals from the user, such as text, images,
and other forms of control signals.
6 The code is available at https://github.com/BenchCouncil/AIGCBench.
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Fig. 2. Image-text dataset generation pipeline and results. Above: An overview of our T2I generation pipeline is presented. Below: Eight generated cases are showcased, with the

original text produced by the text combiner displayed beneath each image.

4.1. Control-video alignment

The control-video alignment measures the degree of alignment be-
tween the user’s input control signals, such as text and images, and
the generated video. Considering that current video generation tasks
primarily involve two types of inputs—a starting image and a text
prompt—we introduce two evaluation metrics in the first version of
our benchmark: image fidelity and text-video alignment. The image
fidelity metric evaluates how similar the generated video frames are
to the image input into the 12V model, especially the first frame. To
assess fidelity, for the first frame of the generated video, we use metrics
such as Mean Squared Error (MSE) and Structural Similarity Index
Measure (SSIM) [46] to calculate the degree of preservation of the first
frame. For all frames of the video, we calculate the similarity of CLIP
(Contrastive Language-Image Pre-training) [6] embeddings between
the input image and each frame of the generated video. We use MSE
(First), SSIM (First), and Image-GenVideo CLIP to represent these three
evaluation metrics, respectively.

Considering that the 12V models we evaluate also take text as
input, we need to assess whether the generated videos are relevant
to the input text. For the generated videos, we use CLIP [6] to cal-
culate the similarity between the input text and the generated video
results. We assume that the videos in the video-text dataset are con-
sistent with the textual descriptions. For the video-text dataset, we use
the keyframes from the reference videos and the generated videos to
compute the CLIP [6] similarity. Considering that the text typically
describes high-level semantics and that the generated videos may not
correspond perfectly with the original videos, we uniformly sample four
keyframes for comparison. We use GenVideo-Text Clip and GenVideo-
RefVideo CLIP (Keyframes) to represent these two evaluation metrics,
respectively.
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4.2. Motion effects

Motion effects primarily evaluate whether the amplitude of the mo-
tion in the generated video is significant and whether the movements
are reasonable. As for the amplitude of the motion, we follow the [21,
22] and use a pretrained optical flow estimation method, RAFT [47],
to calculate the flow score between adjacent frames of the generated
video, with the final average value representing the magnitude of the
motion effects. We use the square average of the predicted values from
adjacent frames to represent the motion dynamics of the video, with
higher values indicating stronger motion effects. Considering that there
are some bad cases in video generation, we set a threshold where the
square average value must be less than 10 to filter out these bad cases.
For the video-text dataset, we have real videos corresponding to the
text. We measure the reasonableness of the generated motion effects
by calculating the similarity between each frame of the generated video
and each frame of the reference video, and then taking the average. For
robustness, we use the image CLIP [6] metric to calculate the similarity
between frames. We use Flow-Square-Mean and GenVideo-RefVideo
CLIP (Corresponding frames) to represent these two evaluation metrics,
respectively.

4.3. Temporal consistency

Temporal consistency measures whether the generated video frames
are consistent and coherent with each other. We calculate the image
CLIP [6] similarity between every two adjacent frames in the gen-
erated video and take the average as an indicator of the temporal
consistency of the generated video. We use GenVideo Clip (Adja-
cent frames) to represent this evaluation metric. In addition, we also
use GenVideo-RefVideo (Corresponding frames) from Section 4.2 to
represent temporal consistency.
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Table 2
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Quantitative analysis for different Image-to-Video algorithms. An upward arrow indicates that higher values are better, while a downward arrow

means lower values are preferable.

Dimensions Metrics VideoCrafter [25] I12VGen-XL [26] SVD [28] Pika [9] Gen2 [10]
MSE (First) | 3929.65 4491.90 640.75 155.30  235.53
Control-video SSIM (First) 1 0.300 0.354 0.612 0.800 0.803
alignment Image-GenVideo Clip 1 0.830 0.832 0.919 0.930 0.939
€ GenVideo-Text Clip 1 0.23 0.24 - 0.271 0.270
GenVideo-RefVideo CliP (Keyframes) 1 0.763 0.764 - 0.824 0.820
Motion Flow-Square-Mean 1.24 1.80 2.52 0.281 1.18
effects GenVideo-RefVideo CliP (Corresponding frames) 1 0.764 0.764 0.796 0.823 0.818
Temporal GenVideo Clip (Adjacent frames) t 0.980 0.971 0.974 0.996 0.995
consistency GenVideo-RefVideo CliP (Corresponding frames) 1 0.764 0.764 0.796 0.823 0.818
Video Frame Count 1 16 32 25 72 96
alit DOVER 1 0.518 0.510 0.623 0.715 0.775
4 y GenVideo-RefVideo SSIM 1 0.367 0.304 0.507 0.560 0.504

4.4. Video quality

Video quality is a relatively subjective dimension, measuring the
overall quality of video production. We first use the number of frames
generated by videos to gauge the ability of different algorithms to
generate long videos. We utilize disentangled objective video quality
evaluator (DOVER) [48], a no-reference video quality assessment met-
ric. DOVER [48] comprehensively rates videos from both aesthetic and
technical perspectives, using the collected DIVIDE-3k dataset. Experi-
mental results show that the DOVER [48] metric highly correlates with
human opinions in both aesthetic and technical perspectives. For the
DOVER evaluation metric, we calculate it using all frames generated by
their respective algorithms. For the video-text dataset, since we have
reference videos available, we measure the spatial structural similarity
of the generated videos to the reference videos by calculating the
SSIM (Structural Similarity Index Measure) between the corresponding
frames of the generated and reference videos. We denote this evaluation
metric as GenVideo-RefVideo SSIM.

5. Experiments
5.1. Evaluated models

5.1.1. Open-source project

VideoCrafter. VideoCrafter [25] is an open-source video generation
and editing toolbox for crafting video content. It supports the gener-
ation of videos from images. We use a guidance scale of 12 and ddim
steps of 25. For videos with an aspect ratio of 1, we employ a resolution
of 512 * 512, while for videos with an aspect ratio of 0.5625, we use
a resolution of 512 * 320, and then uniformly resize to align with the
resolutions used by other methods.

2vgen-XL. 12VGen-XL [26] is an open-source video synthesis codebase
developed by Tongyi Lab at Alibaba Group, which features state-of-the-
art video generative models. We use a guide scale of 9 and infer with
fp16 precision.

Stable video diffusion. Stable Video Diffusion (SVD) [28] is an expan-
sion of the model based on Image Stable Diffusion [39]. We use the
25-frame version of Stable Video Diffusion. It is worth noting that the
current model does not support text input temporarily, hence we did
not calculate the text-video alignment for this model.

5.1.2. Closed-source project

Pika. Pika [9] is a technology company revolutionizing video creation
by making it effortless and accessible for everyone. In just six months,
Pika has built a community of half a million users producing millions of
videos per week. The company recently launched Pika 1.0, a significant
upgrade featuring a new Al model that supports various video styles,
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including 3D animation, anime, cartoons, and cinematic, coupled with
an improved web experience. Considering that Pika [9] does not have
open-source code, we manually tested 60 cases on the Discord platform
(30 from the WebVid dataset and 30 from our own generated dataset).
We used the default parameters of motion set to 1 and the guidance
scale set to 12.

Gen2. Gen2 [10] is a multimodal Al system that can generate novel
videos with text, images, or video clips. We used the default motion
setting of 5 from the demo and did not employ the camera movement
parameter to generate videos.

5.2. Comprehensive results analysis

Table 2 presents the evaluation of five state-of-the-art (SOTA) 12V
algorithms across five dimensions: image fidelity, motion effects, text-
video alignment, temporal consistency, and video quality. We present
the qualitative results of different I2V algorithms in Fig. 3. We find that
VideoCrafter and 12VGen-xl struggle to preserve the original image.
12VGen-xI maintains relatively good semantics, but the spatial structure
of the initial image is mostly not preserved. VideoCrafter can approx-
imate the spatial structure of the initial image to some extent, but
the preservation of details is generally mediocre. SVD, Pika, and Gen2
preserve the original image quite well, with Gen2 achieving the best
preservation effect. As for the aspect of Text-video alignment, Gen2
and Pika are nearly on par with each other and both outperform the
open-source algorithms. However, existing algorithms and evaluation
metrics do not effectively capture fine-grained textual changes. In
terms of motion effects, VideoCrafter tends to remain static. I2VGen-xl
and SVD lean towards camera movement rather than subject motion,
which is why they score high on the flow-square-mean but obtain
low GenVideo-RefVideo Clip scores. Pika tends to favor both local and
subject movement, thus achieving high GenVideo-RefVideo Clip scores
and low flow-square-mean scores. Gen2, on the other hand, favors
movement in both the foreground and background, but the background
movement is not as pronounced as with SVD.

In the aspect of temporal Consistency, VideoCrafter, due to its
poorer motion effects, does not perform poorly in terms of temporal
consistency. Considering that SVD has stronger motion effects and still
maintains good temporal consistency, it has achieved the best perfor-
mance among open-source 12V algorithms. Similarly, Pika, because of
its tendency for local movement, has achieved the highest score in
overall temporal consistency. As for video quality, Gen2 is capable of
generating the longest videos of up to 96 fra